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GENERALIZATION OF STATISTICALLY CONVERGENT

RABIA SAVAS AND RICHARD F. PATTERSON

ABSTRACT. In the late 1950’s and early 1960’s Kurzweil and Henstock presented the
concept of Gauge integral. Following their results, Savas and Patterson extended
this concept to summability theory by considering f (1) real valued function which is
integrable in the Gauge sense on (1, 00). The goal of this paper includes the extension
of these notion to statistical convergence. This will be accomplished by presenting the
definition of statistically convergent to L via cardinality in Lebesgue sense. Natural
implications and variations are also presented.

B kinmi 1950-x Ta Ha nmoyarky 1960-x pokis Kypupaiib i XercTok chopmysroBain
KOHIIEMNIIio KajaibpyBajbHoro interpajia. Casac i [larTepcoH mommpuin e Ha Teopito
MiZICyMOBYBaHHsI, PO3MJIAHYBIIHM JAiiicHi dynkmil f (1)), iHTerpoBHi B KamibpyBaJIbHOMY
cenci Ha (1,00). Meroo niel poboTH € HNOUIMPEHHSI IBOTO MOHATTS HA BHIIAJI0K
CTaTUCTUYHOI 3612KHOCTI. JIJIsi I[HOrO MAETHCsI BU3HAYEHHSI CTATUCTUYHOI 3612KHOCTI 3a
Mmiporo Jlebera. OBroBOPIOIOTHCA HACTIAKY Ta MOXKJIUBI BapiaHTH IIBOrO HiJXOMY.

1. INTRODUCTION, PRELIMINARIES AND DEFINITIONS

In 1957 Kurzweil [5] presented a new concept of integral which is called Gauge Integral.
This notion allows us to extend the class of integrable functions beyond those of Lebesgue
integrable. In [4] Henstock refined and placed this notion on a more solid foundation. Let
us now present the definition of Gauge integral that was defined in [11].

Definition 1.1. [11] A tagged partition of an interval I = [a, b] is a finite set or ordered
pairs
D={(t;,[;) : 1 <i<m}

where {I; : 1 <14 <m} is a partition of I consisting of closed non overlapping subintervals
and t; is a point belonging to I;; t; is called the tag associated with I;. If f: I — R, the
Riemann sum of f with respect to D is defined to be

S(f,D) = Zf(tiw(fi),

where ¢(I;) is the length of the subinterval I;. If 6 : I — (0,00) is a positive function,
we define an open interval valued function on I by setting v(t) = (¢t — 6(t),t + 6(¢)). If
I; =[x, 2i41], we can write t; € I; C y(¢;) instead of t; — 6 < z; < #; < @i < t; + 6.
Any interval v defined on I such that «(t) is an open interval containing ¢ for each
t € I is called a Gauge on I. Let us denote the set of all such interval by Ag. If
D ={(t;,I;) : 1 <i<m} is a tagged partition of I and ~ is a Gauge on I, we say that
D is vy — fine if t; € I; C v(t;) is satisfied. Let f : [a,b] = R. If f : [a,b] = R. f is said
to be Gauge integrable over [a, b] if there exists A € R such that for every ¢ > 0 there
exists a Gauge 7 on [a, b] such that |S(f, D) — A| < e whenever D is a v — fine tagged
partition of [a,b]. The number A is called the Gauge integral of f over I = [a,b] and is
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b
denoted by [f or [ ;3 when we encounter integrals depending upon parameters, it is
a

b
also convenient to write [ f(t) or [, f(t).

a
Throughout this paper we shall use the notion of bounded variation which is as follows:
Let f be a function on [a,b]. Given a partition P = {[zy_1, 2]} of [a, ], the variation of
f with respect to P is

V(£ P) =Y If (x) = f (21|,
k

and the variation of f over [a,b] is
Vo f =suV (f,P),
P

where the supremum is taken over all partitions P of [a,b]. If V' f is finite, then f is
said to be of bounded variation on [a,b]. The set of all such functions is denoted by
BV ([a, b]).

On the other hand, in 1951 Fast [2] introduced an extension the concept of sequential
limit to statistically convergence which as follows:

Definition 1.2. If N denotes the set of natural numbers and K C N, then K (m,n)
denotes the cardinality of the set K N [m,n]. The upper and lower natural density of the
subset K is defined by

d(K)= lim supM and d(K) = lim infm.
n—00 n n—00 n

If d(K) = d(K), then we say that the natural density of K exists and it is denoted simply
by d(K). Clearly, d (K) = lim w A sequence = = (zy,) of real numbers is said to be

n— oo

statistically convergent to L if for arbitrary € > 0, the set K (¢) = {k € N: |z}, — L| > ¢}
has natural density zero. In this case, we will denote statistically convergence as st—lim x.

Following Fast’s definition Schoenberg in [10] presented a bridge of this concept to
summability theory. Recently, statistical convergence has been one of the most active
areas in summability theory thanks to Fridy’s presentation in [3] and many other papers
were studied in this area (see [7], [8]). Afterward, strongly summable single valued
functions were studied by Borwein in [1]. Following Borwein’s work Nuray [6] extended
his notion via A-strongly summability and A-statistically convergent functions by taking
nonnegative real-valued Lebesgue measurable function on (1, c0). Prior to present Nuray’s
notions, let us note that the following definition.

Definition 1.3. [6] Let A = (\,,) be non-decreasing sequence of positive numbers tending
to oo such that A\,11 < A, +1, Ay = 1. A denote the set of all such sequences. For a
sequence = = (x,) the generalized de la Vallée Poussin mean is defined by

t, (x) = % ka,

kel
where I, = [n — A\, + 1,n].

Definition 1.4. [6] Let A € A and f (¢)) be a real valued function which is measurable
in the Lebesgue sense in the interval (1, 00), if

lim — / F (@)~ L|dp =0,

n—o00 \p,
n—A,+1
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then we say that the function f (¢) is A—strongly summable to L. In this case we write
[W,A] = lim f (¢) = L or f(v) — L[W,A]. If we take A\, = n, then [W, A] reduced to
[W], the space of all all strongly double summable functions.

Definition 1.5. [6] Let A € A and f (1) be a real-valued function which is measurable
on (1,00), if for every ¢ > 0,

1
Jim = {y € L [f (¥) — Ll 2 }| =0,

then we say that the function f (¢) is A—statistically convergent to L, where the vertical
bars indicate the Lebesgue measurable of the enclosed set. The space of all statistical
convergence functions will be denoted by (S, A). In this case, we write [S¢, A]=lim f (¢) =
Lor f(¢) — L[Sy, A

The following is an example of such convergence.
Example 1.6. Let us consider a function f (1) which is defined by
Ypon— e+ +1<y<n,

0, otherwise,

for every € > 0,
1 1

1 oexy T
lim/\—|{z/161n:|f(z/1)—0\25}\: limlg)‘t\i)‘"zo,

n—oo n n—oo n
ie., [S§, Al —lim f (¢) = 0.
In addition to these definitions, please note the following theorem in [6].

Theorem 1.7. [6] Let A € A and f (v) be a real valued function which is measurable in
the Lebesgue sense in the interval (1,00), then [W,A] C [Sy, A] and the inclusion is proper.

In 2019, Savas and Patterson in [9] introduced the new concept of strongly Cesaro
type summability theory by considering Gauge integral and the following definition:

Definition 1.8. [9] Let us consider §: I; = (t; — 6(t;),t; + 6 (¢;)] — (0,00) is a positive
function, and [a,b] = UI; with —oo < a < b < co. We define an open interval valued
function on I by setting 7 = i(tz)z (ti - 6(@), ti+ 4 (ti)). If J, = [Z -\ + 1,i] , wWe
can write t; € J; C F(t;) instad of t; —0(t;) < i — XN+ 1<t <i<t;+d(t). Let
5 =7(t;) € Ag, and let f(v) be a real valued function which is measurable Gauge sense
in the interval (1,00). Provided that [ f() and [ |f ()| exist in the gauge sense and

t7+5(t1)

. 1
tlgnoo@ / /() = LI dyp = 0,

tif(S(ti)
where € (t;) = (t; + 0 (t;)) — (t; — 0 (t;)) = 26 (¢;), then we say that the function f(v)) is
F—strongly summable to L with respect Gauge. In this case, we write [G,7]—lim f(¢) = L
or f(4) = L(G,7].

Using the definitions above, Savas and Patterson also established the following theorem
which grants us a connection between strongly summability in the Lebesgue sense and in
the Gauge sense.

Theorem 1.9. [9] Let A = (M) € A, 7 =7 (t;) € Ag, I; = [t; — 6 (t;) ,t; + I (t;)] and
[a,b] = UL, with —co < a < b < oo, and f (1)) be a real valued function in the Gauge
sense in the interval (1,00), then

(1) WAl CG,A]
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(2) If f(v) is bounded variation and f is F—strongly summable to L with re-
spect to Gauge sense over every measurable subset of [t; — 0 (¢;),¢; + 0 (¢;)]
(i.e., if Cgf is Gauge integrable over [t; —d (t;),t; 4+ 0 (¢;)]) for every measurable
ECt,— (5(ti) i + (5(ti)), then f is [W] — lim f (’(/)) = L.

2. MAIN RESULTS

We begin this section with the following new definition.

Definition 2.1. Let A € A and f (¢0) be a real-valued function in the interval (1, 00),
for every e > 0, let A={y € L, : |f(¢) — L| > ¢}, {A; : i € N} be a countable partition
of A, and o; = sup {¢) € A;}. Provided that

lim () < ot |f () — L] = €}| =0,

n—r00 (y,

where the vertical bars indicate the Lebesgue measure of the enclosed set, then we say f ()
is statistically convergent to L via cardinality. In this case, we write SJ"E —lim f(¢) =1L

or f(¢) — L {Sﬂ The class of the A\—statistically convergent to L via cardinality is
denoted by {Sﬂ.

This following are examples of a measurable and non-measurable functions, respectively
that satisfy Definition 2.1.

Example 2.2. f (1)) be a real-valued function which is measurable on (1, 00). Define by

[ 1 ifvisasquare /{1},
fl¥) = 0 if € (1,00) /2 is not a square.

Example 2.3. Let S a non-measurable subset of (1,00). Define a function f (¢) by

1 if¢ € SU (¢ is an even square)
f@W)=4¢ 0 ify € SU(¢is an odd square),
0 if otherwise.

Let us consider the following inclusion theorems.
Theorem 2.4. If nh_{rgo infi—z >0 and 2—" =0 (1), then [Sy,A] C [Sﬂ
Proof. Let € > 0 and [S¢, \] — lim f(¢) = L. We write

{ <ai:[f(¥) - Ll ze} D{peln:|f(¥) - L] =}

Therefore,
et lf@) LIzl > e L) - 1] 2 <)
> 2Ly el ) - Lz e,

Hence by using lim inf ;\— > 0 and taking the limit n — co we get f(v)) — L [Sf, A]
n—oo n
implies () — L [sﬂ . 0

Theorem 2.5. [W,\] C [S;] and for the condition lim inf $= > 1, the inclusion is
n—oo n
proper.
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Proof. Let € > 0 and [W, A] — lim f(¢) = L. We write

[ -taw= [ 1fw) - Lidb 2w <ais |70) - L] 2 e},

pel, {¥: ¥v<a;}
Therefore, [W, \] — lim f (1)) = L implies S} —lim f(¥) = L. Let us consider the following
function

= { 4 o 1zen

0  otherwise
f(%) is not bounded function, for every € > 0,

lim — {6 < : [f(¢) — L| > )]

n—00 Ly,
1 a,
> i, - on < v - — >
> nlirr;oan N Hy <ot |f(¥) — L > e}
1
_ gm 2
n— o0

Le., S} —lim f(¥) = 0. However,

n

. 1
i = [ 17(@) - 0ldw =<,
n—A,+1
ie., f(¢) - LW, \]. Hence, the inclusion is proper. a

Theorem 2.6. [G,7] & {Sﬂ .

Proof. Suppose that € > 0, [G,7] —lim f(¢) = L. Therefore, we can obtain the following

[ )~ riaw = () — Lldy
bET(E) {ev(t) £ () -LI2=)
> el{yerqt):|f(¥) — L| > e}
> ey <ai:|f(¥) - L| >e}
which implies that f(i) - L[Sy, A]. O

Theorem 2.7. If 1i_>m inf%ﬁj) >0 and f (¥) is a bounded variation, then [S’]’Z} C [G,7].

Proof. Suppose that [Sﬂ —lim f(¢) = L and since f (¢) be a bounded variation, f (1)

will be a bounded function, and we say that |f(v) — L| < M for all ¢. Given € > 0, we
have that

1 1
g [ e-nw = o[ -t
pe(ts) {bev(t:) : [F(¥)—L|ze}
ol 7@) ~ Ll de
{pey(t:) : [f(¥)—LI<e}

M =~ .

< ST s 1f () -0l 2 e}l 4

S P LETHNCEEE T

< T M ify <o lf @) - L2 e e
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Hence, [G,7] — lim f(y) = L. O
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