
 

Using Machine Learning Algorithms to Analyze Customer Churn in the Software as 

a Service (SaaS) Industry 

 
*1Levent ÇALLI, 2Sena KASIM 

 
1 Department of Management and Organization, Sakarya University, Sakarya, Turkey, lcalli@sakarya.edu.tr    

2 Department of Information Systems Engineering, Sakarya University, Sakarya, Turkey, senakasim@gmail.com   

 

 
 

 
Abstract 

 

Companies must retain their customers and maintain long-term relationships in industries with intense competition. Customer 

churn analysis is defined in the literature as identifying customers who may leave a company to take appropriate marketing 

precautions. While customer churn research is prevalent in B2C (Business to Customer) business models such as the telecoms 

and retail sectors, customer churn analysis in B2B (business to business) models is a relatively emerging topic. In this regard, 

the study carried out a customer churn analysis by considering an ERP (enterprise resource planning) company with a software 

as a service (SaaS) business model. Different machine learning algorithms analyzed ten features determined by selection methods 

and expert opinions. According to the analysis results, the random forest algorithm gave the best result. Additionally, it has been 

observed that the number of products and customer features has a relatively higher weight for the prediction of churner. 
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1.  INTRODUCTION 

 

In an era where the reduction of costs is an essential factor 

coupled with intense competitive pressure, organizations 

must fully maximize their existing customer; therefore, 

customer retention efforts are implemented to detect 

decreasing loyalty of the customers with churn analysis [1]. 

Dissatisfaction, high cost, poor quality, lack of features, 

privacy concerns, or many different features can be caused 

the loss of customers. Hence, identifying these features that 

change according to the industries that decrease loyalty of 

customers and making reasonable efforts by companies will 

contribute to a positive change in the situations of customers 

who are likely to churn [2]. Consequently, loyal customers 

make more purchases, pay a premium price, and acquire new 

customers through favorable word-of-mouth, which 

positively impacts the company’s long-term reputation [3]. 

Any company that wants to survive in business cannot 

simply ignore the churner and loyalty concept. 

 

Churn analysis has been carried out in different industries in 

the academic literature. The most intense studies focus on 

B2C business models such as telecommunication [2], [4]–

[10], financial services [11]–[14], and retail [15]–[17] 

industries. However, few studies have been conducted 

considering the B2B business model. In B2B markets, fewer 
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customers commonly make larger and more frequent 

purchases, for instance, compared with the 

telecommunication or supermarket industries. Hence, 

customers are more valuable for companies operating the 

B2B model, and customer retention is central to developing 

long relationships [18]. 

 

In this regard, this study aims to fill the literature gap with a 

customer churn approach considering the SaaS (software as 

a service) industry. This research analyzed customer churn 

using various machine learning algorithms in a cloud ERP 

company. Furthermore, feature selection techniques were 

used, and more effective ones for customer churn analysis 

were identified. The research findings are expected to have 

academic and practical benefits, particularly in the SaaS 

field, where few studies exist. 

 

2.  LITERATURE REVIEW 

 

2.1.  Churn Analysis  

 

Today, our ability to store and analyze all types of data as a 

result of the information society due to the rapid 

development of information and communication 

technologies (ICT) in recent years has resulted in the 

acquisition of valuable knowledge through data mining 
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methods [19]. Customer churn analyses using the data 

collected from the customer are often used today within the 

framework of the loyalty concept, which is vital for all 

businesses to achieve long-term relationships with their 

customers. In this way, companies can identify customers 

with the potential to leave them using various data mining 

and machine learning methods to effort the necessary 

marketing activities for this group called churners. 

 

In the literature, companies using the B2C business model 

have commonly been analyzed using the customer churn 

approach. Telecom is the most widely researched industry in 

this field. For example; Huang et al. [4] indicate that different 

features and machine learning methods can effectively  

analyze customer churn. Ahn et al. [7] show that customer 

transaction and billing data are important factors for 

customer churn in mobile telecom services. Verbeke et al. 

[6] present that a small number of datasets can predict 

churner with high accuracy and Bhattacharyya and Dash [10] 

discuss the customer churn analysis in the telecom industry 

from a bibliometric perspective. 

 

 

Table 1. Academic literature review on churn analysis in SaaS 

Study Methods Feature 

Selection 
Features and Data Size Sector Findings 

[20] • Logistic Regression 

• Random Forest 

• XGBoost 

No • 21 Features  

• 8,256 Observations 

No Information • Logistic Regression and XGboost performed 

relatively well with %72 and %75 AUC scores, 

respectively. 

• The number of Type-A User Login is the feature with 

the highest weight. 

[21] • Long short-term memory 

(LSTM) 

• Convolutional Neural 

Network (CNN) 

• Support Vector Machine 

• Random Forest 

No • 5 Feature Categories 

• No data size information 

Advertising  • Random Forest and Support Vector Machine 

performed best with 83% and %81 accuracies, 

respectively. 

• The LSTM and CNN, as the deep learning 

methods, performed poorly due to a lack of data. 

• As platform usage data, the customer’s minutes spent 

on the platform and the number of active users carries 

the most weight. 

[22] • Logistic Regression 

• Support Vector Machine 

• Decision Tree 

• Random Forest 

• Chi Square 

• Anova 

• 23 Features 

• 1788 Observations 

Inventory 

Management  
• Random Forest performed best with 92% accuracy 

• The number of transactions is the feature with the 

highest weight. 

[23] • Logistic Regression 

• Random Forest 

No • 43 Feature under 4 

Categories 

• 8869 Observations 

• Random oversampling 

and undersampling 

methods were used. 

Cloud-based business 

phone system and call 

center 

• Successful results with little data could not be 

obtained for both algorithms considering precision 
and recall ratios. 

• The features with the highest weight are the number 

of users, number of integrations and call quality. 

 

The customer churn study conducted for the banking 

industry shows that customers who use more banking 

services have become more loyal. Customers who use less 

than three services are the group that needs attention [13]. In 

the study conducted by Keramati et al. [12] in the banking 

industry, variables such as the number of mobile, internet, 

and telephone bank transactions and demographic variables 

such as age, gender, and educational differences are 

influential on customer churn prediction. 

 

While customer churn analysis-related studies conducted in 

the field of B2C are common in the literature, there are few 

studies on companies using the B2B business model, where 

the SaaS companies are one of them. The following section 

discusses the concept of SaaS and research done in this area. 

 

2.2.  Software-as-a-Service (SaaS) 

 

SaaS is a business model that offers cloud-based services to 

clients as an alternative to standalone software that requires 

installation, maintenance, IT infrastructure, and support 

services (backup, upgrade, security), especially for B2B 

[24]. According to Fortune Business Insights (2022)’s report 

[25] and Jones [27], the global SaaS marketplace is expected 

to grow from $130 billion in 2021 to $716 billion in 2028, 

with Microsoft, Salesforce, Adobe, SAP, and Oracle 

accounting for 51% of the market. Since the market’s growth 

potential will bring more competition, it is vital to determine 

the factors clients consider in their SaaS preferences to retain 

and gain new customers. Allen [28] states that a SaaS firm’s 

3% and 8% monthly customer churn is average. In this 

respect, monitoring customer churn rates through data 

mining approaches and intervention to prevent loss are 

essential for this highly competitive market. 

 

In the academic literature, churn analysis studies tend to 

focus on the telecommunications, financial services, and 

retail sectors as B2C business models, while there are just a 

few studies in the SaaS industry as a B2B business model. 

These studies are shown in Table 1. 

 

Ge et al. [20] performed churn analysis using logistic 

regression, random forests, and XGBoost algorithms in their 

study conducted with the data of a SaaS company, 

considering 8256 observations and 21 features. They 

observed that Logistic regression and XGBoost algorithms 

made relatively good predictions for churner. Additionally, 

it has been discovered that online usage behaviors, such as 

login and project numbers, strongly predict customer churn. 

 

In another study conducted in the scope of SaaS, Rautio [21] 

performed churn analysis with different machine learning 

methods, considering a company operating in the advertising 

industry. The research’s features mainly focused on client 
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business data, such as spending, platform usage, previous 

customer service interactions, and service-related customer 

feedback. In the study, where the support vector machine 

algorithm gave the best results, it was determined that 

platform usage metrics feature relatively more weight in 

prediction. The study also found that deep learning methods 

did not perform well in predicting churner. 

 

Amornvetchayakul and Phumchusri [22] used four machine 

learning algorithms in their study with 1778 samples for 

churn analysis, considering a SaaS company that provides 

inventory management services (inventory levels, purchase 

orders, delivery, etc.) for SMEs (Small and Medium 

Enterprises). The number of transactions in the current 

month and the number of transactions in the previous month 

features were discovered as having considerably higher 

weights than other features in their research, which 

considered 23 features. The prediction of the random forest 

algorithm has stated that it has higher accuracy than the 

decision tree, logistic regression, and support vector machine 

algorithms. 

 

Lastly, a study focused on churn analysis of a firm in the 

cloud-based business phone system and call center industry 

revealed that neither the random forest approach nor logistic 

regression could achieve sufficient accuracy rates due to 

strongly overfitting [23]. The number of users, number of 

integrations, and call quality features were shown to be more 

critical in predicting churners with the random forest 

algorithm when random oversampling and undersampling 

approaches were utilized. 

 

3.  METHOD 

 

This research focused on a software company based in 

Germany and Turkey that specialized mainly in the ERP 

(enterprise resource planning) industry. A total of 1951 

observations were analyzed. Initially, the weight of sixteen 

features was evaluated, and then the prediction phase that 

considered churn and non-churn customers was performed 

using various machine learning methods. The feature 

selection stage used the Chi-square, information gain, gain 

ratio, and Gini index methods. Decision Tree, Logistic 

Regression, Naive Bayes, K-NN, Random Forrest, and 

Neural Networks algorithms were utilized as classification 

methods. This process is shown in Figure 1. 

 

 
Figure 1. Research process 

 

3.1.  Feature Selection 

 

In data mining, feature selection is the preferred technique to 

reduce dataset size to achieve more efficient analysis and 

adapt the dataset better to match the preferred analysis 

method [29]. This study used the chi-square, information 

gain, gain ratio, and Gini index methods to determine the 

features to be considered in the churn analysis. 

 

3.1.1.  Chi-Square 

 

The Chi-square test, a non-parametric method, is used to 

examine whether there is a relationship between two 

categorical variables [30]. The formula for the Chi-square is 

as follows. 

 

𝑥𝑐
2 = ∑

(𝑂𝑖 − 𝐸𝑖)
2

𝐸𝑖

 (1) 

 

In formula (1), c represents the degrees of freedom, O the 

observed values, and E the expected value [31]. 

 

3.1.2.  Information Gain and Gain Ratio 

 

Information gain is used to identify the best features that 

provide the most information about a class and uses the idea 

Levent Çallı, Sena Kasım
Using Machine Learning Algorithms to Analyze Customer Churn in the Software as a Service (SaaS) Industry

Academic Platform Journal of Engineering and Smart Systems 10(3), 115-123, 2022 117



 

 

of entropy which is defined as a measure of purity or the 

degree of uncertainty of a random variable [32]. The 

information gain calculates the entropy difference before and 

after the division and determines the purity of the in-class 

elements. The entropy is calculated using the following 

formula (2) [33]; 

 

𝐻(𝑆) = − ∑ 𝑝𝑖  𝑙𝑜𝑔2 𝑝𝑖

𝑁

𝑖=1

 (2) 

 

S: Set of all examples in the dataset 

N: Number of distinct class values 

pi: Event probability 

 

The information gain is calculated with the formula (3) 

shown below [33]; 

 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛(𝐴, 𝑆) = 𝐻(𝑆) − ∑
|𝑆𝑗|

|𝑆|

𝑣

𝑗=1

. 𝐻(𝑆𝑗)

= 𝐻(𝑆) − 𝐻(𝐴, 𝑆) 

(3) 

 

H(S): Entropy of the whole dataset S 

|Sj|: Number of the instance with j value of an attribute A 

|S|: Total number of instances in dataset S 

v: Set of distinct values of an attribute A 

H(Sj): Entropy of subset of instances for attribute A 

H (A,S): Entropy of an attribute A 

 

The gain ratio method is estimated by dividing the 

information gain value by the entropy value to get accurate 

results due to the asymmetrical nature of the information 

gain results [34]. 

 

3.1.3.  Gini Index 

 

As an impurity splitting method, Gini Index is appropriate 

for binary and continuous numeric values for calculating 

feature weight. Assume that S is the collection of s samples 

with m different classes (Ci ,i=1,…m). S can be divided into 

m subsets based on class differences (Si ,i=1,…m). If Si is the 

sample set for class Ci, and Si is the number of samples in Si, 

then the Gini index of S is calculated with the following 

formula (4) [35]; 

 

𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 (𝑆) = 1 − ∑ 𝑃𝑖
2 

𝑚

𝑖=1

 (4) 

 

In this formula, Pi refers to the probability that each given 

sample belongs to Ci and is measured with si/s. When Gini 

Index has a minimum value of 0, it indicates that all members  

of the set fall under the same class, indicating that it can 

gather the most valuable information [35]. IBM SPSS and 

Orange Data Mining software were utilized for feature 

selection algorithms [36], [37]. 

 

Table 2 shows the ranking of features according to the four 

feature selection methods. Ten key features were selected for 

churn analysis within the scope of analysis results and expert 

opinion. 

 

3.2.  Predictive Analysis Algorithms 

 

Churn analysis was performed with Decision Tree, Logistic 

Regression, Naive Bayes, K-NN, Random Forest, and 

Neural Networks algorithms which are common approaches 

in the literature for this study. Each algorithm shortly 

explains in this section. 

Table 2. Feature weight ranking by selection methods 

Ranking Chi-square Gini Index Information Gain Gain Ratio 

1 Number of Invoices The number of customers The number of customers 
Number of Cash Register 

Connections 

2 Number of Offers Number of Invoices Number of Invoices The number of customers 

3 Number of Support Number of products Number of Offers Custom Report Usage 

4 The number of customers Number of Offers Number of Support Mail Connection 

5 Number of products Number of Support Number of products Number of Offers 

6 
Number of Cash Register 

Connections 
Number of Users Number of Users Number of Users 

7 Cargo Usage Cargo Usage 
Number of Cash Register 

Connections 
Number of Invoices 

8 
Number of Payment 

Documents 

Number of Cash Register 

Connections 
Cargo Usage Number of Support 

9 Custom Report Usage Custom Report Usage Custom Report Usage Cargo Usage 

10 Mail Connection 
Number of Payment 

Documents 

Number of Payment 

Documents 

Number of Payment 

Documents 

11 
Number of Cash Register 

Receipts 
Number of Orders Mail Connection Number of products 

12 Number of Users 
Number of Cash Register 

Receipts 
Number of Orders 

Number of Cash Register 

Receipts 

13 Number of Orders Mail Connection 
Number of Cash Register 

Receipts 

Number of Production 

Orders 

14 Customer Group Customer Group Customer Group Number of Orders 

15 
Number of Production 

Orders 

Number of Production 

Orders 

Number of Production 

Orders 
Customer Group 

16 Number of Marketplaces Number of Marketplaces Number of Marketplaces Number of Marketplaces 
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3.2.1.  Decision Tree 

 

The decision tree is one of the most popular data 

categorization techniques in literature, which is based on the 

information gain theory explained in the previous section. 

Nodes and branches create the decision tree structure. Nodes 

represent tests on certain features, while branches indicate 

test results.  

 

 
Figure 2. Decision Tree model 

 

Although the decision tree technique has several alternative 

approaches, the most well-known C5 method splits the 

sample using the feature with the maximum information 

gain. It then repeats this process until the subset can no 

longer be divided [17]. An example decision tree model is 

shown in Figure 2. 

 

3.2.2.  Logistic Regression 

 

Logistic regression is a commonly used statistical model for 

predicting event probability. In the Logistic regression 

model seen in detail in formula 5, the dependent variable y 

is a binary in the formula used to determine whether an event 

occurred. 

 

𝑝𝑟𝑜𝑏(𝑦 = 1) =
𝑒𝛽0+∑ 𝛽𝑘𝑥𝑘

𝐾
𝑘=1

1 − 𝑒𝛽0+∑ 𝛽𝑘𝑥𝑘
𝐾
𝑘=1

 (5) 

 

The independent inputs are x1, x2,....,xk. The maximum 

likelihood approach can estimate β1, β2,…., βk as the 

regression coefficients based on the available training data 

[4]. 

 

3.2.3.  Naïve Bayes 

 

The Naive Bayes algorithm is a well-known classification 

method used in the machine learning literature. It has 

attracted much interest due to its ease of use and good 

performance [38]. The formula (6) is shown below. 

 

𝑃(𝑐|𝑥) =
𝑃(𝑐|𝑥)𝑃(𝑐)

𝑃(𝑥)
 (6) 

 

Bayes theorem estimates the posterior probability of class 

given predictor, P(c|x), from P(c) (the prior probability of a 

class), P(x) (the prior probability of predictor), and P(x|c) 

(represents the likelihood, which is the probability of 

predictor class given) [39]. 

 

3.2.4.  K-NN (The K-Nearest Neighbors Algorithm) 

 

The K-Nearest Neighbors algorithm is an easy-to-

implement, simple with few hyperparameters required, 

supervised learning algorithm that produces classifications 

or predictions for clustering of a single data point using 

proximity techniques such as Euclid, Manhattan, 

Minkowski, and Hamming [40]. 

 

 
Figure 3. The K-Nearest Neighbors algorithm 

 

K-NN uses most k nearest neighbors for a new data point 

whose class is being looked for to assign [41]. This situation 

is seen in Figure 3. For instance, the red shape containing an 

unclassified data point may belong to either class A or B 

according to the alternative k values. 

 

3.2.5.  Random Forest 

 

The random forest algorithm is applied to a wide range of 

prediction problems as a well-known approach in the 

literature due to its capacity to handle small sample sizes and 

as well as high-dimensional feature spaces, with a few 

parameters for tuning [42]. The random forest comprises 

many independent decision trees that act as an ensemble 

method, and each tree in the random forest generates a class 

prediction. The model’s prediction is based on the class with 

the most votes, as seen in Figure 4 [43]. 

 

 
Figure 4. Random Forest 

 

3.2.6.  Neural Networks 

 

Neural networks are a method of explaining cognitive, 

decision-making, and other intelligent control behaviors by 

using the way the human brain operates as a kind of data 

processing and analysis [17]. A classic neural network 

consists of three layers: an input layer, a hidden layer, and an 

output layer, all connected by neurons, as seen in Figure 5. 
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Figure 5. Neural Networks 

 

A key advantage of utilizing neural networks for data 

modeling is that they can fit complicated nonlinear models 

without needing to be specified in advance, unlike other 

nonlinear estimation methods [44]. 

 

4.  RESULTS 

 

As a result of the feature selection analysis stage and 

considering the opinions of industry experts, it was 

determined that ten features would be appropriate for churn 

analysis. Table 3 shows these features and their descriptions. 

 

Table 3. Selected features 

Features Description 

Number of products 

The number of products 

registered in the customer’s 

account. 

Number of Customers 

The total number of customers 

and suppliers listed on the 

customer’s account. 

Number of Offers 
The number of offers that the 

customer creates in the account. 

Number of Orders 
The number of orders created by 

the customer. 

Number of Invoices 
The number of invoices created 

by the customer. 

Cargo Usage 

The number of cargo companies 

the customer has used in the 

account. 

Number of Users 

The number of users the 

customer has in the ERP 

software that can access the 

system at the same time. 

Custom Report Usage 

The reports are specially made 

for the customer, excluding the 

standard reports in the ERP 

software. 

Number of Cash 

Register Receipts 

The number of cash register 

receipts created by the customer 

in the ERP software. 

Email Connection 

Email connection status used for 

the proposal side of the 

customer’s ERP software. 

 

The churn status of customers was considered in this study 

based on their active usage of the software. 836 customers in 

the data set are coded as churn (0), and 1115 are active 

customers (1). In this regard, it is thought that the dependent 

variable has a balanced distribution. 

 

Correlation analysis, an essential part of descriptive 

statistics, was done in Python to reveal the relationships 

between variables. Figure 6 shows the correlation of features 

with each other and the customer churn as the dependent 

variable. A strong positive correlation is shown by dark 

colors, whereas light tones indicate a weak positive 

correlation. 

 

 
Figure 6. Correlation heatmap 

 

The normalization process was conducted in the next step by 

assigning values between 0 and 1 due to the features’ value 

variations. This method allows using a single scale while 

keeping the distinctions in the value ranges and avoiding 

information loss of each feature. 

 

Table 4. Number of training and test data 

 Training Dataset Test Dataset 

%75-%25 1463 488 

%70-%30 1365 586 

 

In the next stage, the dataset was divided into test and 

training data. Then, the model was tested with different 

algorithms. This study used two different ratios of training 

data, 70% and 75%. The number of customers that create the 

training and test data sets is shown in Table 4. 

 

Table 5. Churn Analysis results 

Predictive Algorithms 
%75-%25 %70-%30 

Accuracy Accuracy 

Decision Tree 74.59% 73.54% 

Logistic Regression 57.58% 57.84% 

Naive Bayes 47.95% 48.12% 

K-NN 65.36% 74.23% 

Random Forest 78.27% 77.47% 

Neural Network 57.99% 58.19% 

 

As seen in Table 5, the churn analysis results with the 

training and test data in both ratios show that the random 

forest algorithm gives the relatively best results with higher 

accuracy rates. The results also show that the decision tree 
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algorithm produces better results than other algorithms. 

Additionally, the K-NN method provides much better 

accuracy when the number of training data sets is decreased. 

The weights of the features used in the predictive algorithms 

for the random forest and decision tree are shown in Table 6. 

 

Table 6. Features weight 

Decision Tree Random Forest 

Feature Weight Feature Weight 

Number of 

Customer 
45,0% 

Number of 

Customer 
42,4% 

Number of 

Products 
29,6% 

Number of 

Product 
33,3% 

Number of 

Invoice 
15,4% 

Number of 

Invoice 
9,4% 

Number of 

Orders 
4,0% Number of Orders 5,4% 

Number of 

Users 
2,2% Number of Offer 3,1% 

Cargo Usage 1,7% Cargo Usage 2,8% 

Number of 

Offer 
1,3% Number of Users 2,8% 

Custom Report 

Usage 
0,5% 

Number of Cash 

Register Receipts 
0,3% 

Mail connection 0,2% Mail Connection 0,3% 

Number of Cash 

Register 

Receipts 

0,0001% 
Custom Report 

Usage 
0,3% 

 

In this respect, it is seen that the number of customers and 

products has a high weight in both algorithms predicting the 

customer’s churn status. Mail connection, custom report 

usage, number of cash register receipts, cargo usage, number 

of the offer, number of users, and number of orders have low 

weight, while the number of invoice feature has a relatively 

moderate weight in both algorithms. 

 

5.  CONCLUSION 

 

Customer churn is a severe challenge to any business, and 

one way to deal with it is to predict which customers are most 

likely to leave the company and then target those segments 

with marketing efforts to encourage them to be loyal [45]. 

Customer loyalty is valuable since acquiring new customers 

is more costly than keeping existing customers, and a loyal 

customer serves as an honorary lawyer for the company, 

becoming a positive reference for potential customers and, 

as a result, generating more profit [19]. While academic 

studies on customer churn analysis are popular in a few 

industries, especially in B2C fields such as 

telecommunications, grocery retail, or bank, research on 

software as a service (SaaS) as a B2B industry is very 

limited. Thus, the study aimed to fill a gap in the academic 

literature by focusing on a cloud ERP business. 

 

According to the research findings, it is seen that the number 

of customers and the number of products are the most 

important features in customer churn analysis. The number 

of invoices and orders features also shows a relatively higher 

weight than others. Thus, research findings reveal that 

features of the fundamental business process have a 

meaningful relationship with customer churn and are factors 

that need more attention for managers. In this sense, the 

results show some parallelism with Amornvetchayakul and 

Phumchusri [22] and Sergue [23]. For example, 

Amornvetchayakul and Phumchusri [22] indicate that the 

importance of the number of transactions in the inventory 

management sector is relatively higher than in others. 

Additionally, Sergue [23] highlights that the number of users 

in the Cloud-based business phone system and call center 

industry is relatively higher weight than other features in 

predicting churner. In terms of prediction accuracy, the 

random forest algorithm achieves the best result in this study, 

which is similar to the results observed by Rautio [21] and 

Amornvetchayakul and Phumchusri [22]. 

 

As a result, the churn analysis processes of B2B business 

models, which have less data for many businesses compared 

to B2C business models, undoubtedly involve many 

difficulties. In this study, the customer churn analysis 

process was carried out for a cloud ERP company and 

contributed to the academic literature and the practical field. 

Although it is an important gap that there are very few 

studies in this literature, it is thought that new studies will 

emerge in the light of the findings of this study. Using 

different features and testing different predictive algorithms 

will enrich the academic literature and be guiding for 

managers. 
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