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In this article, an algorithm is proposed for creating an ensemble classifier. (e name of the algorithm is the F-score subspace
method (FsBoost). According to this method, the features are selected with the F-score and classified with different or the same
classifiers. In the next step, the ensemble classifier is created. Two versions that are named FsBoost.V1 and FsBoost.V2 have been
developed based on classification by the same or different classifiers. According to the results obtained, the results are consistent
with the literature. Besides, a higher accuracy rate is obtained compared with many algorithms in the literature. (e algorithm is
fast because it has a few steps. It is thought that the algorithm will be successful due to these advantages.

1. Introduction

An ensemble classifier is a method in which multiple
classifications are used together to improve classification
performance [1, 2]. For example, when three classifiers are
used to classify an object, the classifier works like this: if the
first classifier is classified as a cat, the second classifier is
classified as a dog, and the third classifier is classified as a cat,
the ensemble classifier generates the result by taking the
average of these decisions. (ere are many ways to create an
ensemble classifier. Some of the most commonly used ones
are (1) adaptive resampling and combining (boosting) [3],
(1.1) AdaBoost (adaptive boosting) [4], (2) bagging (boot-
strap aggregating) [5], and (3) random subspace [6].

(e boosting method can create powerful classifiers by
combining and training weak classifiers [3]. (e most
commonly used boosting method is AdaBoost [4]. (e
AdaBoost method tries to improve performance by focusing

on misclassified instances [4]. In the bagging method,
classifiers trained with different training sets randomly se-
lected (random sampling method) from the dataset are
combined [5]. Outputs of classifiers are combined with
majority voting or weighted voting [5]. In the random
subspace method, feature subsets are generated by randomly
selecting from N samples [6]. Each subset has an M element
and an m feature [6]. In other words, a subset of features is
created, not a subset of instances [6]. In this way, the training
process is accelerated. (ese subclasses and classifiers are
trained to form ensemble classifiers. (e outputs of the
classifiers are combined with majority voting or weighted
voting.

(ese algorithms have a disadvantage. As the education
levels for AdaBoost increase, the number of samples de-
creases, and training becomes more difficult. (ere is a need
for more samples for training. It is quite slow because the
training stages are too much [7, 8]. (e bagging method
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involves complex calculations [7]. Both methods require
many iterations [1]. So, the success rate is usually lower than
the random forest method [1]. (ese models cannot explain
the dataset by modeling it as decision trees [7]. When these
disadvantages are taken into consideration, these methods
are still in need of improvement. In this study, a new en-
semble algorithm based on the F-score feature selection
algorithm has been developed to reduce the processing load
of existing ensemble algorithms and to increase the accuracy
rate.

Feature selection algorithms are often used in the ma-
chine learning field to improve the performance of systems
[9–11]. In the field of machine learning, datasets are used in a
variety of sizes and types [12–15]. Large size data will cause
the classifier to lengthen the training duration. Feature se-
lection algorithms have been developed to solve this problem
[9, 16, 17]. (ey do this by clearing irrelevant data when
holding relevant data [9]. (us, data size, process load, and
training time decrease while classification accuracy increases
[9, 18]. Many feature selection algorithms have been de-
veloped in the literature [1, 16]. However, in this study, the
F-score feature selection algorithm is used because it can
work fast, and its performance is good [16]. Feature selection
algorithms can be used in many places such as health areas
[19–22].

In this study, two different methods have been devel-
oped, namely, FsBoost.V1 and FsBoost.V2, based on the
F-score feature selection algorithm that can enhance training
performance for ensemble classifiers. (e FsBoost.V1
method is like the random subspace method. However, the
features are chosen concerning the data label, not random.
Selected datasets are classified with a single classifier, and
then ensemble classifier 1 is created. (is process is repeated
for three or more different classifiers. Eventually, ensemble
classifiers for three different classifiers are merged. In this
way, it is ensured that unnecessary data are removed from
the training process.(e operation can be interrupted first in
the ensemble classifier. In the FsBoost.V2 method, all data
are classified with different classifiers. In the second step, the
subfeature space is created by the F-score feature selection
algorithm and reclassified. (e ensemble classifier is created
because of classification. (is process was repeated a second
time. Eventually, ensemble classifiers for three different
classifiers are merged. (e use of a single classifier reduces
the cost. Only relevant features are retrieved by using the
F-score feature selection algorithm. (is process accelerates
the training process. Complexity is less than other
algorithms.

2. Materials and Methods

(e operation was performed according to the flow in
Figure 1. Firstly, the records to be used in the study were
collected. (en, features were selected with the F-score
feature selection algorithm. Finally, the data are classified
with different classifiers, and their performances are cal-
culated. When these operations are performed, ensemble
classifiers are created, and their performances are calculated
at different levels and formations.

2.1. Collection of Data. (e data used in the study were
downloaded from the Machine Learning Repository website
of the University of California, Irvine (UCI) [23, 24]. (e
data consist of 4 groups (A/B/C/D) belonging to epilepsy
patients (Table 1). Records include EEG records of indi-
viduals. Each record is 23.6 seconds. 2300 EEG recordings
were taken during the epileptic seizure. (e other 2300
records (nonepilepsy) were recorded while in a healthy
condition. However, the records belong to epileptic patients.
(e epilepsy data in each set are the same. However,
nonepilepsy records are different. (e database contains 178
features for each EEG recording.

2.2. F-Score Feature Selection Algorithm. (e F-score is one
of the feature selection algorithms that helps distinguish
classes from each other [25]. To select the feature, an F-score
value (Fi) is calculated for each feature (equation (1)). (e
F-score threshold value (FE) is determined by taking the
average of all F-score values. For the ith feature, if Fi >FE, ith
feature is selected. (is step is repeated for each feature.
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(e variables in equation (1) are (1) feature vector xk,i,
and k � 1, 2 . . . , m. (2) n+, n− , respectively, are the positive
(+) and negative (− ) total number of elements in the class,
and m � n+ + n− . (3) i is the feature number. (4) xi, x
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and mean value in the positive class of the ith property,
respectively. (5) x
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Figure 1: Process flow diagram.
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In the study, A, B, C, andD dataset features were selected
with the F-score (Table 2). Feature selection has been applied
twice.

2.3. Ensemble Classifier. (e ensemble classifier is a system
created by combining different classifiers to produce safer and
more stable estimates [26]. (e system is built with N clas-
sifiers. N can be single or double. While classifying according
to the feature vector, for each feature vector 1, each classifier
generates an output value. (e output values produced are
counted. (en, the output of the ensemble classifier is de-
termined by the number of votes. If the number of classifiers is
even, the average of the decision values of the classifiers is
rounded off, and the decision of the ensemble classifier is
determined. (is process applies to all feature vectors. (e
ensemble classifier was prepared in MATLAB using three
different classifiers: kNN, PNN, and SVMs [27].

(e kNN is one of the machine learning classification
methods with advisory learning [28, 29]. Under the structure
of the training dataset, classification is done according to
nearest k of the new classifier. In this study, k � 5 was se-
lected, and ten distance calculation formulas were used.
(ese include Spearman, Seuclidean, Minkowski, Mahala-
nobis, Jaccard, Hamming, Euclidean, Cosine, Correlation,
and Cityblock.

PNN is a statistical classification algorithm based on
kernel and Bayesian [30]. (e method is developed based on
feedforward networks [30]. (e classifier takes care of all
class elements when processing [31].(e radial-based kernel
function calculates the distance between class samples. (e
user in the PNN classifier can manipulate the spread pa-
rameter. As the spread parameter approaches zero, the
network begins to behave like the nearest neighbor classifier
[32]. (is value when farther away from zero, the classifier
classifies, considering several vectors that separate data from
each other [32]. In the study, PNN networks were designed
with a total of 500 different values ranging from 0.01 to 5
steps of the spread parameter, with 0.01 step range. At the
end of the study, the best performing network parameters
and performance criteria were calculated.

SVMs are among the best machine learning algorithms
[33]. (ey can be used in the regression analysis as well as
classification [33]. SVMs try to separate datasets from each
other with a linear and nonlinear line. (e purpose of the
SVM algorithm is to be able to distinguish between the data
with the minimum error [34]. Gaussian or radial basis
function (RBF) kernel (rbf) was used in the study. (e
BoxConstraint box limit is set between 1 and 100 so that the
best performance can be achieved.

2.4. EnsembleClassifier Powered by the F-Score. In this study,
two different ensemble classifiers, namely, Classifier-
FsBoost.V1 and Feature-FsBoost.V2, were developed.

2.4.1. Classifier-Based Ensemble Classifier: FsBoost.V1.
(e implementation steps of this method are shown in
detail in Figure 2. Accordingly to this, firstly, a dataset (A)
is classified in a classifier (kNN). In the second step, the
first feature selection is performed and again classified in
the same classifier (kNN). In the third step, the first and
second feature selection are performed and again clas-
sified in the same classifier (kNN). (us, it is classified in
three different steps, but only in a classifier (kNN). (ese
three results are combined to form the kNN ensemble.
(e same process is repeated in PNN and SVMs. Even-
tually, the kNN ensemble, the PNN ensemble, and the
SVM ensemble are combined into a single ensemble
classifier.

2.4.2. Feature-Based Ensemble Classifier: FsBoost.V2. (e
steps for this method are shown in Figure 3. Accordingly
to this, firstly, a dataset (A) is classified by each classifier
(kNN, PNN, and SVMs). (ese three classifiers are
combined to obtain ensemble classifier 1. In the second
step, the first feature selection is performed, and the
process in the first step is repeated. In the third step, the
first and second property selection steps are performed
together, and then the first process is repeated. Ensemble
1, 2, and 3 classifiers are combined to create the ensemble
classifier.

2.5. Performance EvaluationCriteria andDistribution ofData
for Classification. Different performance evaluation criteria
were used to test the accuracy rates of the proposed systems.
(ese are accuracy rates, sensitivity, specificity, kappa value,
receiver operating characteristic (ROC), area under a ROC
(AUC), and k (10-fold) cross-validation accuracy.

While classifying the datasets, they were divided into two
groups: training (50%) and test (50%) (Table 3).

3. Results

(e work aims to develop a new algorithm to improve the
ensemble classifier performance. We have developed an
algorithm (FsBoost) that is similar to the random subspace
method but with less workload, faster running, and better
performance. F-score feature selection algorithm based on
this method has two versions (FsBoost.V1 vs. FsBoost.V2).
(e ensemble classifier is created with a single classifier in
FsBoost.V1 (Şekil 2, Level 1) and at least three different
classifiers in FsBoost.V2 (Şekil 3, Level 1). (e developed

Table 2: Selected features with the F-score for datasets.

Dataset A B C D
Number of features 178 178 178 178
1st feature selection 60 68 62 54
2nd feature selection 28 25 23 25

Table 1: Dataset distributions.

Dataset
Group

Total Number of features
Epilepsy Nonepilepsy

A 1150 1150 2300 178
B 1150 1150 2300 178
C 1150 1150 2300 178
D 1150 1150 2300 178
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algorithms were tested with four two-class datasets (A, B, C,
and D) (Table 3).

According to the FsBoost algorithm, the dataset fea-
tures were selected twice using the F-score feature se-
lection algorithm. For example, according to FsBoost.V1,
the dataset (A) is classified with the same classifier after
each property selection (Figure 2, Level 1—kNN1, kNN2,
and kNN3) (Table 4). kNN ensemble was formed by

combining classifiers of three kNNs (Figure 2, Level 1)
(Table 5). (is process was repeated with three different
classifiers to create PNN ensemble and SVM ensemble
(Figure 2, Level 1) (Table 5). (en, the kNN ensemble,
PNN ensemble, and SVM ensemble were combined to
form the final ensemble classifier (Figure 2, Level 2)
(Table 5). (is process is repeated for each dataset
(Tables 4–8).

Level 1

Level 2

kNN
ensemble

PNN
ensemble

Ensemble 

PNN 1 PNN 2 PNN 3 SVM 3 SVM 2 SVM 1kNN 1 kNN 2 kNN 3

SVM 
ensemble

Data sets
A/B/C/D

2nd feature
selection

1st feature
selection

2nd feature
selection

1st feature
selection

2nd feature
selection

1st feature
selection

Figure 2: FsBoost.V1—classifier-based ensemble classifier.

Level 1

Level 2

Ensemble 1 Ensemble 2

Ensemble 

kNN 2 PNN 2 SVM 2 kNN 3 PNN 3 SVM 3kNN 1 PNN 1 SVM 1

Ensemble 3

Data sets
A/B/C/D

1st feature
selection

2nd feature
selection

1st feature
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Figure 3: FsBoost.V2—feature-based ensemble classifier.

Table 3: Training and testing data distribution.

Class
For A dataset For B dataset For C dataset For D dataset

Training
(50%)

Test
(50%) Total Training

(50%)
Test
(50%) Total Training

(50%)
Test
(50%) Total Training

(50%)
Test
(50%) Total

Epilepsy 1150 1150 2300 1150 1150 2300 1150 1150 2300 1150 1150 2300
Nonepilepsy 1150 1150 2300 1150 1150 2300 1150 1150 2300 1150 1150 2300
Total 2300 2300 4600 2300 2300 4600 2300 2300 4600 2300 2300 4600
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In FsBoost.V2, the dataset (A) is classified with different
classifiers after each feature selection (Figure 3, Level
1—kNN1, PNN1, and SVM1) (Table 4). (ese three clas-
sifiers were combined to create ensemble 1 (Figure 3, Level
1—ensemble 1) (Table 9).(en, ensemble 1, ensemble 2, and
ensemble 3 were combined to form the final ensemble
classifier (Figure 3, Level 2) (Table 9). (is process is re-
peated for each dataset (Tables 4–7 and 9). Finally, the
FsBoost ensemble algorithm is also compared with the
ensemble algorithms available in the literature (Table 10).

Accuracy rates for FsBoost.V1 and FsBoost.V2 are
higher than those for single classifiers (Table 10). (e
FsBoost algorithm is well ranked compared to other
boosting algorithms in the literature (Table 10).
FsBoost.V1—Level 1—SVM ensemble method is the best
method when compared with the literature (Table 10, Rank).

(ree different datasets were used to reconfirm the results
obtained. (e distribution of datasets is shown in Table 11.

In order to compare the FsBoost algorithmwith boosting
algorithms, three different datasets were reanalyzed. (e
results obtained from the analysis are summarized in
Table 12. According to the results, the algorithm with the
average best performance is the FsBoost.V1 Level 2 ensemble
algorithm.

4. Discussion and Conclusion

FsBoost is one of the best algorithms developed until now
[4–7]. (is method has very few steps. In this way, it pro-
vides results faster. A high accuracy rate is a distinct ad-
vantage. Algorithms with high accuracy and fast results are
preferred in medical data classification. In this regard,
FsBoost may be preferred.

FsBoost contains fewer calculations and steps than the
algorithms in the literature [4–7]. (e accuracy rate is very
good compared with other algorithms (Table 10) [4].

Table 4: Level 1 classification results for the A dataset.
k-nearest neighbor classification algorithm

NP
k� 2 k� 2 k� 2

DF
Euclidean Seuclidean Euclidean

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.84 1.00 92.17 0.87 0.89 93.26 0.89 1.00 94.57N-E 1.00 0.84 1.00 1.00 1.00 0.89
AUC 0.92 0.87 0.94
Kappa 0.84 0.93 0.88
F-measure 0.92 93.26 0.93
10-fold (%) 88.85 91.22 92.54
Probabilistic neural networks

NP Spread Spread Spread
0.11 0.11 0.21

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.87 1.00 93.26 0.94 0.75 93.09 0.75 1.00 87.70N-E 1.00 0.87 0.92 1.00 1.00 0.75
AUC 0.93 0.86 0.94
Kappa 0.87 0.93 0.89
F-measure 0.93 93.09 0.94
10-fold (%) 0.11 0.11 0.21
Support vector machines

NP BoxConstraint
3 21 2

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.99 1.00 99.65 0.99 0.98 99.39 0.98 0.99 98.83N-E 1.00 0.99 1.00 0.99 0.99 0.98
AUC 1.00 0.99 0.99
Kappa 0.99 0.99 0.99
F-measure 1.00 99.39 0.99
10-fold (%) 99.76 99.54 99.02
DF: distance function, Sen: sensitivity, Spe: specificity, Acc: accuracy (%), NP: network parameters, FS: feature selection, NF: number of features, EC:
ensemble classifier, E: epilepsy, and N-E: nonepilepsy.
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Table 5: Results for the FsBoost.V1 ensemble algorithm (Levels 1 and 2).

Level Level 1 Level 2

Classifier kNN ensemble PNN ensemble SVM ensemble Ensemble
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc Sen Spe Acc
For A dataset
E 0.88 1.00 93.87 0.89 1.00 94.26 0.99 1.00 99.48 0.93 1.00 96.43N-E 1.00 0.88 1.00 0.89 1.00 0.99 1.00 0.93
AUC 0.94 0.94 0.99 0.96
Kappa 0.88 0.89 0.99 0.93
F-measure 0.93 0.94 0.99 0.96
For B dataset
E 0.85 1.00 92.48 0.76 1.00 87.83 0.96 0.99 97.48 0.87 1.00 93.52N-E 1.00 0.85 1.00 0.76 0.99 0.96 1.00 0.87
AUC 0.92 0.88 0.97 0.94
Kappa 0.85 0.76 0.95 0.87
F-measure 0.92 0.86 0.97 0.93
For C dataset
E 0.84 0.99 91.91 0.80 0.99 89.17 0.97 0.98 97.43 0.88 0.99 93.78N-E 0.99 0.84 0.99 0.80 0.98 0.97 0.99 0.88
AUC 0.92 0.89 0.97 0.94
Kappa 0.84 0.78 0.95 0.88
F-measure 0.91 0.88 0.97 0.93
For D dataset
E 0.83 0.97 89.87 0.64 0.96 80.13 0.95 0.93 94.04 0.86 0.96 91.30N-E 0.97 0.83 0.96 0.64 0.93 0.95 0.96 0.86
AUC 0.90 0.80 0.94 0.91
Kappa 0.80 0.60 0.88 0.83
F-measure 0.89 0.77 0.94 0.91
Sen: sensitivity, Spe: specificity, Acc: accuracy (%), E: epilepsy, and N-E: nonepilepsy.

Table 6: Level 1 classification results for the C dataset.
k-nearest neighbor classification algorithm

NP
k� 2 k� 2 k� 2

DF
Euclidean Euclidean Minkowski

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.80 1.00 90.00 0.83 0.88 90.96 0.88 0.96 92.04N-E 1.00 0.80 0.99 0.96 0.96 0.88
AUC 0.90 0.82 0.92
Kappa 0.80 0.90 0.84
F-measure 0.89 90.96 0.91
10-fold (%) 85.39 87.54 90.41
Probabilistic neural networks

NP Spread Spread Spread
0.11 0.21 0.21

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.80 0.98 89.04 0.79 0.78 88.91 0.78 0.88 82.96N-E 0.98 0.80 0.99 0.88 0.88 0.78
AUC 0.89 0.78 0.89
Kappa 0.78 0.88 0.78
F-measure 0.88 88.91 0.88
10-fold (%) 0.11 0.21 0.21
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Considering these advantages, FsBoost may be a commonly
used algorithm soon.

FsBoost algorithms are also suitable for use in bio-
medical signal processing, deep learning, and communica-
tion [35–37].

FsBoost can be used with three or more classifiers.
Besides, FsBoost.V1 is a version of FsBoost that can be used
with a single classifier. Achieving high performance with a
single classifier is a distinct advantage of FsBoost.V1. (e
F-score feature selection algorithm creates this advantage.

Table 6: Continued.
Support vector machines

NP BoxConstraint
4 88 4

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.98 0.99 98.13 0.97 0.95 97.17 0.95 0.96 95.57N-E 0.99 0.98 0.97 0.96 0.96 0.95
AUC 0.98 0.94 0.97
Kappa 0.96 0.97 0.95
F-measure 0.98 97.17 0.97
10-fold (%) 98.48 97.37 95.41
DF: distance function, Sen: sensitivity, Spe: specificity, Acc: accuracy (%), NP: network parameters, FS: feature selection, NF: number of features, EC:
ensemble classifier, E: epilepsy, and N-E: nonepilepsy.

Table 7: Level 1 classification results for the D dataset.
k-nearest neighbor classification algorithm

NP
k� 2 k� 1 k� 5

DF
Euclidean Minkowski Euclidean

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.79 0.97 88.04 0.82 0.84 89.17 0.84 0.92 88.13N-E 0.97 0.79 0.97 0.92 0.92 0.84
AUC 0.88 0.78 0.90
Kappa 0.76 0.89 0.80
F-measure 0.87 89.17 0.89
10-fold (%) 84.24 86.30 87.17
Probabilistic neural networks

NP Spread Spread Spread
0.41 0.41 0.41

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.68 0.97 82.43 0.64 0.53 79.52 0.53 0.95 74.09N-E 0.97 0.68 0.95 0.95 0.95 0.53
AUC 0.82 0.59 0.80
Kappa 0.65 0.76 0.60
F-measure 0.80 79.52 0.77
10-fold (%) 0.41 0.41 0.41
Support vector machines

NP BoxConstraint
1 21 2

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.97 0.93 94.61 0.93 0.93 93.78 0.93 0.92 92.30N-E 0.93 0.97 0.94 0.92 0.92 0.93
AUC 0.95 0.88 0.94
Kappa 0.89 0.94 0.88
F-measure 0.95 93.78 0.94
10-fold (%) 95.43 94.54 92.33
DF: distance function, Sen: sensitivity, Spe: specificity, Acc: accuracy (%), NP: network parameters, FS: feature selection, NF: number of features, EC:
ensemble classifier, E: epilepsy, and N-E: nonepilepsy.
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Table 8: Level 1 classification results for the B dataset.
k-nearest neighbor classification algorithm

NP
k� 2 k� 2 k� 4

DF
Euclidean Euclidean Euclidean

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.84 1.00 91.96 0.85 0.83 92.30 0.83 0.98 90.52N-E 1.00 0.84 0.99 0.98 0.98 0.83
AUC 0.92 0.85 0.92
Kappa 0.84 0.92 0.85
F-measure 0.91 92.30 0.92
10-fold (%) 88.13 89.72 90.50
Probabilistic neural networks

NP Spread Spread Spread
0.11 0.21 0.31

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.84 0.98 91.00 0.79 0.58 89.17 0.58 1.00 78.65N-E 0.98 0.84 0.99 1.00 1.00 0.58
AUC 0.91 0.78 0.88
Kappa 0.82 0.88 0.76
F-measure 0.90 89.17 0.86
10-fold (%) 0.11 0.21 0.31
Support vector machines

NP BoxConstraint
4 15 3

FS 0 1 2
NF 68 25 15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.97 1.00 98.48 0.96 0.92 97.22 0.92 0.97 94.48N-E 1.00 0.97 0.99 0.97 0.97 0.92
AUC 0.98 0.94 0.97
Kappa 0.97 0.97 0.95
F-measure 0.98 97.22 0.97
10-fold (%) 99.22 97.35 94.07
DF: distance function, Sen: sensitivity, Spe: specificity, Acc: accuracy (%), NP: network parameters, FS: feature selection, NF: number of features, EC:
ensemble classifier, E: epilepsy, and N-E: nonepilepsy.

Table 9: Results for the FsBoost.V2 ensemble algorithm (Levels 1 and 2).

Level Level 1 Level 2
Classifier Ensemble 1 Ensemble 2 Ensemble 3 Ensemble
For A dataset
FS 0 1 2 0/1/2
NF 68 25 15 68/25/15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.92 1.00 95.91 0.96 1.00 98.00 0.91 1.00 95.52 0.94 1.00 97.22N-E 1.00 0.92 1.00 0.96 1.00 0.91 1.00 0.94
AUC 0.96 0.98 0.96 0.97
Kappa 0.92 0.96 0.91 0.94
F-measure 0.96 0.98 0.95 0.97
For B dataset
FS 0 1 2 0/1/2
NF 68 25 15 68/25/15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.90 1.00 94.83 0.89 0.99 94.17 0.83 0.99 91.09 0.88 1.00 94.04N-E 1.00 0.90 0.99 0.89 0.99 0.83 1.00 0.88
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By combining different features, the same data can be
interpreted differently. If the classifiers are strong, FsBoost
increases in performance. (erefore, it is recommended that

the algorithm is used with robust classifiers. Ensemble
classifiers often bring out a strong classifier by combining
weak classifiers. (is is the weakness of FsBoost.

Table 9: Continued.

Level Level 1 Level 2
Classifier Ensemble 1 Ensemble 2 Ensemble 3 Ensemble
AUC 0.95 0.94 0.91 0.94
Kappa 0.90 0.88 0.82 0.88
F-measure 0.95 0.94 0.90 0.94
For C dataset
FS 0 1 2 0/1/2
NF 68 25 15 68/25/15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.87 1.00 93.30 0.88 0.99 93.39 0.90 0.96 93.35 0.90 0.99 94.52N-E 1.00 0.87 0.99 0.88 0.96 0.90 0.99 0.90
AUC 0.93 0.93 0.93 0.95
Kappa 0.87 0.87 0.87 0.89
F-measure 0.93 0.93 0.93 0.94
For D dataset
FS 0 1 2 0/1/2
NF 68 25 15 68/25/15
Class Sen Spe Acc Sen Spe Acc Sen Spe Acc Sen Spe Acc
E 0.84 0.97 90.39 0.85 0.97 91.09 0.86 0.94 89.57 0.87 0.97 91.65N-E 0.97 0.84 0.97 0.85 0.94 0.86 0.97 0.87
AUC 0.90 0.91 0.90 0.92
Kappa 0.81 0.82 0.79 0.83
F-measure 0.90 0.91 0.89 0.91
Sen: sensitivity, Spe: specificity, Acc: accuracy (%), FS: feature selection, NF: number of features, EC: ensemble classifier, E: epilepsy, and N-E: nonepilepsy.

Table 10: Comparing the FsBoost algorithm with single classifiers and boosting algorithms.

Methods
Datasets

A B C D
Rank Acc Rank Acc Rank Acc Rank Acc

AdaBoostM1 3 99.04 2 97.22 4 96.48 3 94.35
Bag 2 99.43 4 96.87 2 96.83 1 94.87
GentleBoost 4 98.96 3 97.04 3 96.78 2 94.65
LogitBoost 5 98.96 5 96.35 5 96.35 4 94.22
LPBoost 6 98.57 6 96.35 7 94.74 7 92.83
RobustBoost 12 95.74 16 87.78 17 86.35 15 87.17
RUSBoost 17 90.83 17 84.48 16 86.43 16 84.39
Subspace 15 94.20 10 94.15 13 92.02 11 90.54
TotalBoost 7 98.35 7 95.78 6 95.87 6 93.30
FsBoost.V1
Level 1—kNN ensemble 16 93.87 13 92.48 14 91.91 13 89.87
Level 1—PNN ensemble 14 94.26 15 87.83 15 89.17 17 80.13
Level 1—SVM ensemble 1 99.48 1 97.48 1 97.43 5 94.04
Level 2—ensemble 9 97.22 11 94.04 8 94.52 8 91.65
FsBoost.V2
Level 1—ensemble 1 11 95.91 8 94.83 12 93.30 12 90.39
Level 1—ensemble 2 8 98.00 9 94.17 10 93.39 10 91.09
Level 1—ensemble 3 13 95.52 14 91.09 11 93.35 14 89.57
Level 2—ensemble 10 96.43 12 93.52 9 93.78 9 91.30
kNN 92.17 91.96 90.00 88.04
PNN 93.26 91.00 89.04 82.43
SVMs 99.65 98.48 98.13 94.61
Acc: accuracy (%).
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As a result, we can say that FsBoost is an alternative
method to create an ensemble classifier. A high-performance
ensemble classifier can be created with a powerful classifier
and the F-score feature selection algorithm.
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