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SUMMARY

Keywords: SVM, K-NN, NB, GMM, TIMIT, Combination

This master project focuses on the study of data classification using different
discriminative approaches for speaker recognition with and without GMM modeling:
Automatic speaker identification on text-independent case.

First; a study of different classifiers (SVM, K-NN, NB) was applied by adopting
certain parameters of each approach. In step two, a multi Gaussian model based on
the Expectation Maximization (EM) algorithm for generating a dictionary of
reference models has been implemented. The generated models are the input vectors
for these different hybrid systems implemented: GMM-SVM, GMM-KNN and
GMM-NB. In step three, a combination of the hybrid systems was developed. The
study results showed the effectiveness of the implemented methods. In the end, in
order to test the robustness of the implemented systems, random noises have been
added to the database (TIMIT) used during this study.
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OTOMATIK KONUSMACI TANIMA

OZET

Anahtar Kelimeler: SVM, K-NN, NB, GMM, TIMIT, Kombinasyon

Metin-Bagimsiz Durumda Otomatik Konusmacit Tanimlama baslikli ana projede
GMM modelleme olmadan konugmaci taninmasi i¢in farkli ayrimci yaklasimlar
kullanarak veri siiflandirma ¢alismasi lizerine odaklanmaktadir.

[k olarak; farkli smiflandiricilarin galismasi (SVM, K-NN, NB) i¢in her yaklasimda
bazi parametreler adapte edilerek uygulanmistir. ikinci adimda, referans modellerinin
bir sozliiglinii olusturmak i¢in Beklenti Maksimizasyonu (EM) algoritmasina
dayanan ¢oklu Gauss modeli uygulanmistir. GMM-SVM, GMM-KNN ve GMM-NB
modelleri uygulanan bu farkl: hibrid sistemler igin giris vektodrleridir.Ugiincii adimda,
hibrit sistemlerin bir kombinasyonu gelistirilmistir. Calismanin sonuglar1 uygulanan
yontemlerin etkinligini gostermistir. Son olarak, Bu g¢alisma esnasinda uygulama
sistemlerin saglamligin1 test etmek amaciyla, rastgele giiriiltiiler veri tabanina
(TIMIT) eklenmistir.

Konugma isareti, kelime veya konusulan anlam hakkinda bilgi tagimakla birlikte
konusanin fizyolojisi, ruh hali, yasi, cinsiyeti, lehgesi gibi bir¢ok bilgiyi ayni anda
barindirabilen karmasik bir isarettir. Bu bilgilerin birine veya birka¢ina odaklanarak,
farkli sistemler gergeklestirebilir. Ornegin konusma tanima, dil tamima, cinsiyet
tanima, konusmaci tanima... Konusma tanima, sdylenen sozciigln anlami ile
ilgilenilirken konusmaci tanima ise sdzciigii soyleyen kisinin kimligi ile ilgilenilir.

Insanlar konusanin kimligini belirlemek icin sozle ilgisi olmayan pek c¢ok ipucu
kullanmaktadir. Bu ipuglar1 pek iyi anlasilmamakla birlikte kabaca anlam ile iliskili
olanlar “yiiksek seviye”, konusmanin akustik yani ile iliskili olanlar1 “diisiik seviye”
ipuglar1 olarak gruplandirilmaktadir. Yiksek seviye ipuglari, kelime kullanimi,
soyleyisteki kisisel 0Ozellik ve konusma Kkarakteristigi ile iliskili olmayan
konusmaciya 6zel karakteristik 6zellikler igerir. Bu ipuglar kisinin konusma soyleyis
bi¢imi dolayisiyla degisik yasam bigimlerine bagl olarak farkliliklar gosterir. Bu tip
ipuglart 6grenilmis davranis olarak ortaya ¢ikar. Diisiik seviye ipuglari kiginin sesiyle
direkt iliskili olup yumusak, sert, kaba, acik, yavas veya hizli gibi nitelikler igerir.
Diisiik seviye ipuclart konusmacinin anatomik yapisi ile dogrudan baglantilidir.
Konusmacilar arasindaki anatomik farkliliklar, konugsmacilarin ses sistemlerinde
bulunan bilesenlerinin boyutlar1 ve sekillerinin farkli olmasindan kaynaklanir.
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Bu nedenle konusma sinyalleri giivenilir ve ayirt edici bir 6zellik olarak kullanilmaya
baglanmistir. Sesin bu 6neminden dolayr konugmaci tanima sistemleri de onem
kazanmaktadir. Konugmaci tanima sistemi, genellikle giivenligin 6n planda oldugu
yerlerde, kriminal laboratuarlarinda, telefon ve internet iizerinden c¢alisan
uygulamalarda kullanilmaktadir.

Konugmaci tanima iki ana boliime ayrilabilir; konusmaci dogrulama (speaker
verification) ve konusmaci saptama (speaker identification). Konugmaci dogrulama,
bilinmeyen bir ses 6rneginin, iddia edilen kisiye ait olup olmadiginin belirlenmesidir.
Konugmaci saptama ise bilinmeyen bir ses Orneginin, belli konusmacilarin ses
kayitlarindan olusan bir veritaban1 icerisinde hangi kisiye ait oldugunun
bulunmasidir.

Konugmaci tanima metne bagimlilik yoniinden iki alt gruba ayrilir. Bunlar metne
bagimli ve metinden bagimsiz konusmaci tanimadir. Metne bagimli sistemlerde
konusulan metin sistem tarafindan Onceden bilinmektedir. Metinden bagimsiz
sistemlerde ise, metin, herhangi bir s6zdizimi olabilir. Diger taraftan; konusmaci
tanima, agik kiime ya da kapali kiime olabilir. Kapali kiimede bilinmeyen ses 6rnegi,
veritabanindaki konusmacilardan birisine aittir. Acik kiimede ise ses Ornegi
veritabanindaki konugmacilardan hi¢ birisine ait olmayabilir. Dolayist ile acik kiime
konusmaci tanima sistemlerinde, ret sonucunu da iceren fazladan bir olasilik daha
vardir.

Bu tez c¢alismasinda, konusmaci saptama kapali kiimede metinden bagimsiz
konusmaci tanima sistemi kullanilmistir.

Konugmaci tanima sistemleri iki asamadan olusmaktadir. Birincisi egitim, ikincisi ise
test agsamasi. Egitim asamasinda tiim kullanicilar, bir referans modeli olusturmak icin
ses Ornekleri verir, ikinci asamada ise giris sinyali referans modelleri ile
karsilastirilarak saptama yapilir.

Konusmaci tanima sistemi Oznitelik Vektorleri ¢ikarma ve Modelleme olarak iki ana
kistmdan olusur. Konusmaci tanimada Oznitelik vektorii ¢ikarma Snemli bir yer
olusturmaktadir. Bu sekilde kisileri temsil eden sayisal vektdrler olusur. Ozellik
vektorleri daha sonra 6nceden belirlenen modeli egitmek i¢in kullanilir. Sistemin en
sonunda karar mekanizmasi vardir. Karar mekanizmasinin girisindeki test vektori ve
egitilmis model kullanilarak test 6rnegindeki Sesin hangi konusmaciya ait oldugu
tespit edilir.

Konusmaci tanimanin ilk asamasinda kullanilan tekniklerin amaci siniflandirma igin
Oznitelik vektorleri ¢ikarmaktir. Amag¢ ¢ok fazla olan konusma verilerinin,
konusmaciy1 tanimlayabilecek vektorlere indirgenmesi ve bir sonraki agama olan
smiflandirma igin kullanishi veriler iiretmektir. Konusmaci tanimada kullanilacak
Ozniteliklerin, zamanla degismemesi, gurlltuden etkilenmemesi ve diger
konusmacilardan kolay ayrilabilir olmasi istenir. Oznitelik vektdrii ¢ikarma icin
kullanilan yontemler genel olarak iki gruba ayrilir. Bunlar parametrik ve parametrik
olmayan yaklasimlardir.
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Parametrik yaklasim: Sesli ifadenin iiretilis mekanizmasinin tahmin edilmesine
yonelik bir modeldir. Bir sesli ifade Gretim sistemi 6ngoriiliir. Bu yontemde giris
(kesin olarak bilinmez fakat tahmin edilir), ve ¢ikis (sesli ifadenin kendisi) arasinda
bir sesli ifade iiretim fonksiyonu olusturulur. Bu fonksiyonun parametreleri sesli
ifade tanima sisteminde Oznitelik vektorii olarak kullanilir. Ses isleme alaninda en
cok kullanilan ve daha once yapilan c¢alismalarda en iyl sonu¢ vermis olan
Oznitelikler Mel frekans kepstrum katsayilart (Mel-Frequency Cepstrum
Coefficients; MFCC) ve Dogrusal Ongérii Katsayilaridir (Lineer Prediction
Coefficients, LPC). Bu ndenle, bu tez c¢alismasinda oOznitelik olarak MFCC
kullanilmastir.

Konugmaci tanima alaninda, veritabana secmeye ¢ok onmelidir. Bu tez ¢aligmasinda,
Konusmaci tanima deneylerinde TIMIT veritaban1 kullanilmistir. TIMIT veritabani
Amerikan Ingilizcesinin 8 ana lehgesini konusan, 438’1 erkek 192’si kadm olmak
iizere toplam 630 konusmacinin her birinin fonetik ydonden zengin 10’ar adet
cimlesini icerir. Oznitelik vektdrii olarak mel &lgekli kepstrum katsayilari
kullanilmistir. Ses igareti, 10 ms’lik kismi ortiisen 20 ms uzunlugundaki c¢ergevelere
ayrilip Hamming pencere uygulanarak islenmektedir. Pencerelenen ses isaretinin 512
ornek uzunluklu Hizli Fourier Dontisimii (HFD) alinip, elde edilen vektér mel
Olgekte 0-8000 Hz arasina yerlestirilmis tiggen silizge¢ takimina uygulanmistir. Her
bir c¢ergeveye karsilik olarak TIMIT veritabani i¢in 8,12 ve 16 boyutlu 6znitelik
vektorleri elde edilmistir.

Konugmaci Modelleme {i¢ grup halinde siniflandirilabilir: Sablon modeller (Dynamic
Time Warping, DTW...), Istatiksel modelleme (Gaussian Mixture Model, GMM ...)
ve Diger Yontemler (Yapay Sinir Aglar (Artificial Neural Network, ANN...))

Bu tez calisinda ,konusmaci tanima i¢in: ilk olark farkli siniflandiricilar (SVM,K-
NN, NB) GMM Istatiksel modellemesi olmadan uygulanmustir. ikincisi olarak, bu
siniflandiricilar  Istatiksel modellemesi ila uygulanmustir. Istatiksel metot,
konugsmacinin ortalama ifade Ozelliklerini kullanmak yerine olasilik dagilimini
kullanarak modellemektir ve smiflandirmay1 ortalama ozelliklere gore yapmak
yerine olasiliga gOre yapmaktir. Gauss Karisim Modeli, konusmaci tanima
uygulamalarinda en ¢ok kullanilan istatiksel yaklasimdir.

Bu tez calismasinda, SVM,K-NN ve NB siniflandirma teknikleri kullanilmistir.

Destek vektor makineleri (SVM) ¢ok cesitli gorevler i¢in uygulanan son zamanlarin
en yaygin siniflandiricilarindan birisidir. Bu siniflandirma yontemi, hastalik teshisi,
konugmaci tanima ve yazilan sayiy1 tanima gibi degisik alanlarda uygulanmistir.

tarafindan Onerilmis olup yapisal risk minimizasyonu prensibini kullanmaktadir. Bu
yontemde, iki smif arasindaki birbirine en yakin Orneklerin uzakliklarin
maksimumlastirildig1 yiiksek bir diizlem arastirilir. Dogrusal olarak ayrilamayan
veriler icin, SVM yardimiyla giris vektorii yiiksek boyutlu bir uzaya dogrusal
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olmayan bir fonksiyon yardimiyla eslestirilir. SVM egitiminde ikinci dereceden bir
optimizasyon problemi kullanilabilir.

K-En Yakin Komguluk (KNN) algoritmast sorgu vektoriiniin en yakin k
komsuluktaki vektor ile siniflandirilmasinin bir sonucu olan denetlemeli, oldukga
basit bir 6grenme algoritmasidir. Buna gore; tanima yapilacak 6znitelik vektoriine en
yakin k komsu bulunur. Daha sonra bu k komsu en fazla hangi sinifa ait ise, o simif
tanima sonucu olarak atanir. K sayisini belirlemenin en pratik yolu k*y1 toplam
egitim Ornekleri sayisinin karekokiinden daha az olarak seg¢mektir. Yontemin
performansin1 k en yakin komsu sayisi, esik deger, benzerlik lgiimii ve 6grenme
kiimesindeki normal davraniglarin yeterli sayida olmasi kriterleri etkilemektedir.
KNN algoritmalar1 biiylik boyutlu 6znitelik vektorlerinde etkin olmamakla birlikte
diisiik boyutlu 6znitelik vektorleri ile etkin olabilmektedirler.

Naive Bayes smiflandirma yonteminde, 6znitelik vektoriinti olusturan 6zniteliklerin
tamaminin istatistiksel olarak bagimsiz oldugu kabul edilir. Naive Bayes
siniflandirict belirli bir smifa ait her bir 6rnegin olasiligini bulmak i¢in Bayes
istatistik ve Bayes teoremi kullanir. Varsayimlarin bagimsizlig1 {izerine vurgu
yapilmast nedeniyle tecriibesiz,saf anlamina gelen Naive denilir. Naive Bayes
siiflandirict belirli bir sinifa ait her 6rnegin o sinifa ait olasiligini bulur.

Calisan Matlab ortaminda yapilmis olup SVM smiflandirma GMM Istatiksel
modellemesi olmadan kullanilarak verinin %3, KNN smiflandirma i¢in %27, ve NB
sinflandirma i¢in %11.

Bu tez calismasinda; ikinci orarak, sistemin performansini gelistirmek i¢in, hibrit
sistemi gelistirmistir. Bu hibrit sistemi GMM algoritmasi ile farkli siiflandiricilar
(SVM,K-NN, NB) birlestirerek olusturmaktadir.

Hibrit sistemi temel amaci tanimlama oranini artirma ve tanima sisteminin
hesaplama siiresini azaltmaktir. Bu ndenle GMM siniflandiricilarinin  giris matrisi
azaltarak super vektorlerin girisine igine birgok kare girisi doniistiirerek ve bu super
vektorleri farkli hibrid sistemleri i¢in girigidir.

Calisan Matlab ortaminda yapilmis olup GMM-SVM hibrid sistemi kullanilarak
verinin %96, GMM-KNN hibrid sistemi icin %87, ve hibrid sistemi GMM-NB igin
%92. Bu alandaki baska calismalarda karsilastirarak, ¢alisma sonuglar1 uygulanan
metodlarin etkinligini gostermistir.

Bu tez ¢aligmasinda; {igiincli orarak, en yiiksek bir perrformans almak i¢in, hibrid
sistemlerin farkli kombinasyonu gelistirilmistir. Dort tane kombinasyon (GMM-
SVM + GMM-K-NN, GMM-SVM + GMM-NB, GMM-K-NN + GMM-NB, GMM-
SVM + GMM+K-NN + GMM-NB ) gelistirirlmistir. Ilk, her hibrid sistemi bagimsiz
bir sekilde konusmaci tanirir sonra tiim sonuglar1 otomatik konusmaci dogrulama
sistemini kullanarak birlesecektir. GMM-SVM hibrid sistemi iyi sonuglar1 verdigi
gibi, bir kombinasyon iceren GMM-SVM hibrit sistemi de iyi sonuglar verdi.
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Calisan Matlab ortaminda yapilmis olup GMM-SVM + GMM-KNN kombinasyon
sistemi kullanilarak verinin %96, GMM-SVM + GMM-NB kombinasyon sistemi
icin %98, GMM-NB + GMM-KNN  kombinasyon sistemi icin %97 ve
GMM-SVM + GMM-KNN + GMM-NB kombinasyon sistemi igin %100. Bu
alandaki baska calismalarda karsilastirarak, ¢calisma sonuglar1 uygulanan metodlarin
etkinligini gostermistir. Hatta en yiiksek genel basarim GMM-SVM + GMM-KNN +
GMM-NB kombinasyon sistemi ile % 100 olarak gerceklesmistir.

Bu tez c¢alisma sonunda, Bizim hibrid sistemi ve hibrid kombinasyon sisteminin
saglamligini test etmek i¢in ¢alisma sirasinda kullanilan rastgele sesler veritabanina
(TIMIT) eklenmistir. Calismanin sonuglar1 giiriiltiili  verilerin  Oniinde bizim
sistemlerinin etkinligini gostermistir.

Calisan Matlab ortaminda yapilmig olup GMM-SVM hibrid sistemi garaltali
verilerin 6énunde (10 dB) kullanilarak verinin %93, GMM-KNN hibrid sistemi icin
%72, ve hibrid sistemi GMM-NB igin %36. GMM-SVM + GMM-KNN
kombinasyon sistemi guraltalu verilerin 6niinde (10 dB) kullanilarak verinin %97,
GMM-SVM + GMM-NB kombinasyon sistemi %96, GMM-NB + GMM-KNN
kombinasyon sistemi %85 ve GMM-SVM + GMM-KNN + GMM-NB kombinasyon
sistemi %98. Calisma sonuglar1 uygulanan metodlarin etkinligini gostermistir.

Bu tez pespektivleri:
— Konusma birka¢ modaliteleri entegrasyonu (dudaklar hareketi, ylz resim) ve
karakteristik parametreleri bular1 birlestirmektir

— Diger akustik parametrelerin turlerini kullanmaktir
— Bizim sistemleri diger veritabanlar1 ile degerlendirilmistir
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CHAPTER 1. GENERAL INTRODUCTION

In many applications (access control, criminology, banking, ...) it is necessary to
characterize a person by an imprint to distinguish him (or her) from others without
ambiguity. Among biometric indices, the voiceprint remains an interesting way to
exploit because the voice is the most natural means of communication and the most

significant for people.

Automatic Speaker Recognition (ASR) is a study field in perpetual evolution and has

a very varied scope which requires mostly further researches.

The ASR mainly contains tasks related to Automatic Speaker Identification (ASI)
and Automatic Speaker Verification (ASV). In [1], JKHAROUBI finds their
applications in various fields, including the security of access cards (credit cards,
phone cards, etc.), the access control in databases, e-commerce security, information

and booking services.

The ASI is to define the identity of the speaker who has delivered a message (word,

sentence, text) from a known group of speakers.

Despite significant work on ASR systems, the ASI systems suffer from a lack of
robustness due to the variability of the speech signal. Sources of variability of the
speech signal are numerous, such as emotional state of the speaker, linguistic content

of the message, recording conditions, stress, etc...

In the present work, we focus on ASI systems in text independent mode. We
implement different discriminative classification methods as well as a hybrid of these

approaches with the generative modeling GMM.



Among these discriminative approaches, we used the classification by Support
Vector Machines (SVM) [2], K-Nearest Neighbors (K-NN) [3], and Naive Bayes
(NB) [4] [5].

In [6] [7] [8]; J. Zeljkovic, . TRABELSI, and L. LAZLI showed that even the use of
those classification approaches is promising, their effectiveness has remained limited
given to the sequential speech nature, particularly in the presence of a large amount
of data.

The robustness improvement of the proposed systems is accomplished by a
hybridization based on Gaussian Mixture Model (GMM) and the combination of

different decisions of implemented systems.

This thesis contains five chapters, the remaining of the chapters are organized as
follows: In the second chapter, we set up a Literature review with a detailed
overview of the different modules of an ASR system. In the third chapter, we present
a review of discriminative approaches; we also discuss the generative approach
GMM as well as the different systems of combination proposed. The fourth chapter
is dedicated to the presentation of experimental results of the systems studied. The
whole of this document is ended by a general conclusion summarizing our

contributions and our main results as well as the perspectives left open by this work.



CHAPTER 2. LITERATURE REVIEW

2.1. Introduction

This chapter presents an overview of Automatic Speaker Recognition. It presents
various related tasks. It subsequently describes the speaker recognition system
structure. To understand the challenges of this research, this chapter also outlines the
main problems limiting the robustness of ASR systems. Finally, it introduces some

examples of corpus used in ASR and its different domains of application.
2.2. Automatic Speaker Recognition Presentation
The automatic speaker recognition (ASR) processes the information of a speaker

from his voice signal in order to identify or to verify him. Figure 2.1. shows the
speaker recognition location in the speech processing system.

| Speech processing ‘

¥

! ! }

[ Speech recognition ] Speaker recognition [ Language identification ]

! ’ }

[ Speaker identification ] [ Speaker indexing ] [ Speaker verification ]

Figure 2.1. Speech processing system (Figure inspired on [9]).



Automatic speaker recognition is a part of the general speech processing field. ASR
applications are grouped into three main parts: Automatic Speaker Identification,
Automatic Speaker Verification and Automatic Speaker Indexation [9]. Automatic
Speaker Identification (ASI) and Automatic Speaker Verification (ASV) are two
most common tasks in the ASR system.

2.2.1. Automatic speaker verification

An Automatic Speaker Verification (ASV) is a process used to verify a speaker
identity, if the speaker claims to be of a certain identity and the voice is used to
verify this claim. Figure 2.2. represents a modular schema of a speaker verification
system. The user who is presented to the system must announce its identity and
provide biometric data to the system. The system then compares the reference
corresponding to the identity proclaimed in data provided by the user. Their

similarity is compared with a threshold €. If the similarity measure is greater than
that threshold, the user is accepted, otherwise, the user is rejected [9]. In [10]
Reynolds presented high performance speaker verification systems based on
Gaussian mixture speaker models applied in TIMIT, NTIMIT, Switchboard and
YOHO databases. The identification rate varied between 82% and 99 %.

With modeling: — Without modeling: ------- >

[ Modeling ]‘7 Parameterization ’:i /\WV\
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H
H ..

Classification Decision
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Model of
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Identity of the speaker
Proclaimed e

identity

> .
Accepted Rejected

Figure 2.2. Modular schema of speaker verification system.



2.2.2. Automatic speaker identification

From a set of speakers referenced in the system, the task of Automatic Speaker

Identification (ASI) is to determine the identity of the speaker by his voice signal

(test signal) [11]. Speaker identification systems fall into two sets[9]:

— Open-set identification: it is possible that the unknown speaker is not in the set of
speaker models. If no satisfactory match is found, a no-match decision is
provided.

— Closed-set identification : the unknown speaker is one of the known speakers.

The Figure 2.3 represents a modular schema of the speaker identification system.

With modeling: e Without modeling:  --—----—- >

Speech signal

[ Modeling }7 Parameterization F —————————— /\_/\/\
p.
- Classification Deciston
threshol

Identity of the speaker

Figure 2.3.Modular schema of speaker identification system.
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speakers

I

2.2.3. The dependence and independence of text

Speaker recognition systems fall into two categories: text-dependent and text-

independent.

In text-dependent mode, during the test phase, the speaker pronounces the same
speech (word, sentence, text) as the one that he pronounced during the training phase

of his voice. In this case, systems are mainly distinguished by the context of the text.



In fact, the speech pronounced by the speaker must be known by the system and can
be selected by the speaker (password, sentence) or imposed by the system (PIN code)
[12] [13].

In text independent mode, the speaker can pronounce any speech to be recognized. In

this case, there is no constraint on the speech pronounced or on the language used.

In [14], Besacier proved that, the performance of systems in text dependent mode is
more important than the performance of systems in text independent mode due to the
linguistic variability. Obviously, the priori knowledge of the voice message makes
the task of identification systems easy and better performances. However, in the case
of systems with databases in large vocabulary, the performance of systems in text

dependent or text independent mode are practically the same.

2.3. The Limitation On The Robustness Of ASR Systems

In computer science, robustness is defined as the ability of a system to work correctly
in the presence of invalid inputs or abnormal conditions. We briefly present some
variability problems which limit the robustness of ASR systems: The variability due

to the speaker and the conditions of registration.

2.3.1. Variability due to the speaker

Individual variations between speakers called inter-speaker variation have two main
origins: First, the phonation characteristics are different for each speaker
independently of the pronounced sentences. Then the same sentence is not
pronounced in the same way by two speakers; differences are observed in elocution
rates, in pitch variation range or even differences related to their backgrounds.
Individual variations of the speaker himself called intra-speaker variation due to
several factors such as pathological factors like tiredness, colds, stress or emotional
factors [15].



2.3.2. Variability due to registration conditions and transmission

Registration support such as telephone causes the speech quality degradation due to
the limitation of useful band and the distortion of transmission channel [16]. In [17],
Reynolds proved the identification performance degradation from 99.7% in the
TIMIT corpus (Texas Instruments Massa chusetts Institute of Technology) to 76.2%
of NTIMIT corpus (Network TIMIT) for 168 speakers. In [18], VanVuuren proved
the problems caused by differences between telephone environments. Thus, when the
training data and the test data don't come from the same telephone environment, the
degradation of the speaker identification performance is very important.

2.4. Modules Of ASR System

The ASR system is composed of three main modules: Parameterization, modeling

and decision.

2.4.1. Parameterization

This is the first step of the ASR process, it is to extract characteristic parameters of
speaker. These parameters are used to discriminate a speaker from others which

reduces information redundancy and quantity.

The choice of parameterization technique is very important for speaker recognition
system, because it determines the effectiveness of generated systems. The signal
representation of the Cepstral Coefficients is a common task in ASR field. In this
theme, the MFCC (Mel Frequency Cepstral Coefficients) parameters are referenced

parameters [19].

The calculation of MFCC parameters uses a non-linear frequency scale that takes

into consideration the characteristics of the human ear [20].



MFCC parameters are obtained by the signal frequency analysis and the use of filter
banks that allow bringing closer the extracted information from that perceived by a

human ear. The main steps of MFCC calculation are described in Figure 2.4.

Signal —» Pre_acc —» Hamming —» FFT |—» LOG |—» FilterMel —»{ Inverse FT —» MFCC

Figure 2.4. MFCC calculation steps.

The calculation process begins with windowing the signal into frames, and the steps
to get MFCC are successively applied to those frames.

The steps are:

—  The phase of pre_accentuation aims to enhance the spectrum high frequencies.

This operation is given by the following equation, where S is the input signal.
S(i)=S(i+1)-0.96*S (2.1)

— To reduce the spectral distortion, Hamming window is applied to the signal. The
hamming function gives a good signal representation in windowing field and
strongly reduces convolution effects.

— To calculate the Cepstral coefficients, we need to move from the temporal
domain (signal) to the frequency domain (spectrum). For this, we use Fourier
transforms.

— To simulate a human ear, filtration frequently following nonlinear Mel scale of
the spectrum logarithm is applied.

— Applying an inverse Fourier transform of the portions, we obtain the Cepstral
coefficients (MFCC).

In addition to extracting acoustic parameters, other additional operations may be

added during the parameterization model such as:



— Voice activity detection. It's a technique used in speech processing in which the
presence or absence of human speech is detected. It can facilitate speech
processing, and can also be used to deactivate some processes during non-speech
section of an audio session. [21].

— Acoustic vectors normalization. This task aims to increase the system robustness
by reducing the gap between conditions of observation during learning phase

and test phase.

2.4.2. Modeling

It's to build a reference model for each speaker using the characteristic parameters
extracted during parameterization phase. The modeling techniques are divided into
two approaches: Generative approach and Discriminative approach. In this study we
used generative approach which also called "modeling approach. The basic idea of
this approach is to generate a reference model from the observed data which allow
constructing a decision rule. The most generative approaches used in ASR are:
Hidden Markov Models (HMM) in text dependent mode and Gaussian Mixture
Models (GMM) in text independent mode.

2.4.3. Classification

It is to use one of discriminative approaches for identifying to which of a set
of categories a new observation belongs. In ASI application, the decision specifies
that the speaker is finally identified, whereas for the ASV application, the decision is
a rejection or acceptance of tested speaker. The computing cost of this phase,

increases linearly with the number of speakers.

2.5. Example Of Corpus

It's important to underline that ASR systems evaluation depends on the corpus used.

Different corpuses have been conceived to measure ASR system performance. Table
2.1. gives an ASR corpus overview [22] [23] [24] [25] [26] [27].


http://en.wikipedia.org/wiki/Speech_processing
http://en.wikipedia.org/wiki/Categorical_data
http://en.wikipedia.org/wiki/Observation

Table 2.1. Example of corpus.

Corpus 1 : «TI-DIGITS »

Year: since 1982
Language: English
Number of speakers: 326
— 111 Men
— 114 Women
— 50 Boys
— b51Girls
Type: noiseless, paying

Each speaker pronounced 77 digit sequences

Corpus 2: «TIMIT »

Year: since 1989
Language: English
Number of speakers: 630
— 438 Men
— 192 Women
Type: noiseless, paying

Each speaker pronounces 10 records

Corpus 3 : «<NTIMIT »

Year: since 1993
Language: English
Number of speakers: 630
— 438 Men
— 192 Women
Type: noisy, paying
Each speaker pronounces 10 records
NTIMIT was collected from the transmission of all TIMIT

records by a telephone line

Corpus 4 : «<YOHO »

Year: since 1994
Language: French
Number of speakers: 120
— 55Men
— 65 Women

10



Table 2.2. Example of corpus (continued).

Type: noiseless, paying

Each speaker pronounces 24 records

Corpus 5: «<POLYVAR »

Year: Since 1997
Language: French
Number of speakers: 143
- 85Men
— 58 Women
Type: noisy, paying
Each speaker pronounces 10 records

Corpus 6: «<SAAVB»

Year: since 2002

Language: Arabic

Number of speakers: 1033

Type: noisy, paying

Each speaker pronounces 59 records

2.6. Applications Domains

11

In this section, we give some examples of ASR applications; they are grouped into

three main categories: Applications on geographic sites, juridical applications and

telephone applications [1].

2.6.1. Applications on geographical sites

This category concerns the applications on a particular geographic site; they are

mainly used to limit an access of private places.

For examples:

distributors).

of a house, garage, building, etc.

Automatic locking: It is an electronic lock application used to protect the access

Transaction validation on website (such as additional control of banking
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Access to the factories private places: which in general are reserved for
employees, workers and inspectors in order to protect production and materials
confidentiality.

The advantages of these types of applications are:

The environment is easily controllable.
The speaker verification has a deterrent role.
Speech recognition can be combined with other identity recognition techniques

(e.g.: face analysis, fingerprints, etc....).

2.6.2. Telephone applications

This type of applications uses the telephone as communication medium equipment

between human and machine. It's the most important category because it allows to

verify or to identify the speaker within long distance. There are several applications

of this category:

Validation of banking transactions by phone (to improve the banking service, as
well as to validate legally the completed transaction).
Access to databases for more security and protection (ex: email consultation,

consultation of answering machine, etc....).

Disadvantages of these types of applications are:

It's very difficult to control the environment because the quality of the telephone
lines can vary considerably from a call to another, as well as the background
noise produces by the calling place (restaurant, office, etc....).

Applications require to store the data in a centralized way.

It's impossible to use other recognition techniques (except a digital code typed

on touchstones’).



2.6.3. Juridical applications

13

These application domains are currently the ones which pose the most problems.

Speaker recognition is used for example, in:
— The investigations orientation.

— The evidence constitution during a trial.

In juridical applications there are more disadvantages than advantages:

— The amount of speech provided is generally very limited.
— The environmental conditions are very bad.

— Involved speakers are rarely cooperative.

2.7. Conclusion

In this chapter, we reviewed the state of the art of ASR system, regrouping main

terminologies and concepts. We also presented the general structure of ASR system

and its components. A set of corpus and application areas of this system are listed in

the last section of this chapter.



CHAPTER 3. DISCRIMINATIVE APPROACHES

3.1. Introduction

Since the introduction of discriminative methods in pattern recognition field, they
have given rise to new researches. It's in this context that fits our study, by adapting
some discriminative methods in Automatic Speaker ldentification(ASI) field. In the
chapter, we presented first three discriminative methods of classification: SVM, K-
NN and NB.

The effectiveness of these methods is limited given the sequential speech nature,
particularly in the presence of a large amount of data. The robustness improvement
of the applied discriminative methods is carried out by a hybridization based on
multi-Gaussian modeling (GMM) which description is presented in the part two of
this chapter, and by the combination of these various methods described in the part

three of this chapter.

3.2. Classification By Support Vector Machines: SVM

Support Vector Machines (SVM) or Separators with Vast Margins (SVM) are new
statistical learning techniques result directly from Vapnik's work in statistical
learning theory [28] [29]. SVM is a classification method by supervised learning,
well adapted to process data with very high dimension such as images, speech, etc...
Since the introduction of SVM in pattern recognition field, several studies have been
able to demonstrate the effectiveness of these techniques mainly in signal

processing[6][7].



15

3.2.1. SVM principle

The principle of SVM, presented by the figure 3.1. consists in projecting data of
input space (data belonging to two different classes) non-linearly separable in a space
of greater dimension called space of characteristics in the way that data become
linearly separable. In this space, an optimal hyperplane separating the classes is

constructed such that:

— The vectors belonging to different classes are located on other sides of the
hyperplane.
— The smallest distance between vectors and the hyperplane (the margin) is

maximal.

Support vector

Optimal hyperplane

.
-

Figure 3.1. Example of optimal hyperplane for a binary classification.

By giving the basic example D ={ (x;,y,) e R*fori=1...,m } which is a data set

where x;represents an observation of RY and Yi associated decision which is

assumed binary. The SVM purpose is to search an optimal hyperplane of equation:

H(x)=w' +b=0 where X, WeR%and beR. (3.1)
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Two cases are possible depending on whether data is linearly separable or not. A
classifier is called linear when it is possible to express its function decision by a

linear function in X .

In case of linearly separable data, the optimal hyperplane is the solution of the

following optimization problem:

Min%”w”z (3.2)

YW +b)>1 Vi=1..,m (33)

Figure 3.2 provides a visual representation of optimal hyperplane in case of linearly

separable data.

X2

»
»

X1

Figure 3.2. Representation of SVM in linear case.

In case of non-linearly separable data, the optimal hyperplane is the one that satisfies

the following conditions:

— The distance between correctly classified vectors and optimal hyperplane must
be maximum.

— The distance between misclassified vectors and optimal hyperplane should be

minimal.
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To formalize those conditions, we introduced the distance variables called gap

variables &, where i=1..,m. These variables represent the distance which

separates an example incorrectly classified to the hyperplane of its corresponding
class.

Those variables transform the inequality as follows:

yilwt +b)=1-& vi=1..m (3.4

The objective is to minimize the following function:

1
'V“”§||W||2 + Cz:ileﬁ (3.5)

Where C is a tolerance parameter for SVM to control the trade-off between
maximizing the margin and minimizing the classification errors committed in the

training set.

A second technique used to overcome the problems of non-linearly separable data is
the use of kernel function allowing passage to a large space in which linear

separation is possible.

The SVM operates by transforming data ¢ of the original space RY into the space

E of more higher-dimensional space. Thus the linear SVM algorithm applied to data

¢(X) in space E produces uneven surfaces decision in the departure space.

Originally, the SVM have been designed primarily for the binary classification.
Different methods have been proposed based on the idea of constructing a multi-
class classifier combining several binary classifiers. Among these methods, we

mention the approach "one against all" and "one against one".
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The first approach is Q SVM learning which separates each class of all the other

classes; with Q the number of classes.

In the second approach, we make the learning of Q (Q-1) / 2 SVM which each one

separate a pair of classes[29].

3.2.2. SVM in automatic speaker recognition

Since the SVM emerged in 1995 [28], several researchers in pattern recognition
field began to be interested on it. The first attempt to use SVM in speaker recognition
was made by Schmidt in 1996 [2] [30].

In this application, Schmidt has used the frames obtained in parameterization phase
as input vectors for SVM. The results obtained are encouraging but not sufficiently

reliable.

After this first attempt, other laboratories were interested in these techniques such as
IBM [31]. The system they proposed uses the SVM as additional system of decision
support which comes into action only when the score obtained by the basic system
using GMM modeling and Log Likelihood Ratio (LLR) is not reliable.

More recently, SVM hybridized with GMM modeling have made a breakthrough
among the most effective methods in ASR; These works [6], [7], [32], [33], [34]

have marked a step in SVM systems progression.

3.3. Classification By K-Nearest Neighbors: K-NN

The K-Nearest Neighbors (K-NN) algorithm is one of the simplest algorithms of
automatic supervised study. Fix and Hodges are at the origin of K-NN approach [3].
It's a method based on the memory, which contrary to other statistical methods,
doesn't require to adjust the model. Its principle is quite simple, but its

implementation requires high computing resources.
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3.3.1. K-NN principle

The principle of this classification algorithm is very simple: it’s to provide for this

algorithm a set of training data D(x,, x,,..x, ) , a function of distance d and an

integerk . For any new point of test xeR" for which it must take a decision, the
algorithm searches in D the K nearest points of X in function of the distance d, and

assigns to X the class which is commonest among its neighbors.

The fact to consider in general case neighbors k, rather than the single nearest
neighbor allows a certain robustness to labeling errors.
The basic K-NN algorithm:

Start
For each (example X) do

Calculate the distance D(x , x, )

End

For each (x, e K-NN (x))do

Count the number of occurrences of each class
End
Attribute to X the most common class;

End

Figure 3.3. presents the principle of K-NN with k=3, left side before classification,

right side after classification.
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Figure 3.3. Principle of K-NN.

The parameter kK must be determined by the user: kK € N. In binary classification, it

is helpful to choose odd K to avoid equal votes. The best choice of k depends on the

dataset.

Ifk=1:

— Borders of classes are very complex.

— Very sensitive to fluctuations in data (high variance).
— Risk of over-adjustment.

— Poor resistance to noisy data.

Ifk=n:
— Hard Border, constant prediction.

— Risk of over-learning.
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Figure 3.4. Effect of k on class boundaries.
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3.3.2. The K-NN in automatic speaker recognition

The k-nearest neighbors have been successfully applied to the ASR, in protocols
involving small corpus [10]. View the advantage of being very simple and effective,
several researchers in ASR domain have been interested with this classification
method [8][35][36].

3.4. Classification By Naive Bayes: NB

Bayesian networks have been the subject of several studies. They constitute an
original proposal for automatic extraction of semantic concepts. These networks have
already made their proof in several domains related in reasoning and learning. They
are the result of the combination between the theory of graphs and probabilities
which makes them natural and intuitive tools to treat complex and uncertain data.
Indeed, their great capacity of modeling conditional dependencies between objects,

allow representing the recognition in a simplified manner, visual and quantitative.

Bayesian Networks are directed and acyclic graphs where recognitions are
represented in the form of variables. Each variable is a graph node that takes its
values in a discrete or continuous set. The directed arcs represent links of direct
dependency expressing in mostly the causality relations between network variables.
Their powerful and flexible formalism favored their introduction in several domains

of research.

Some Bayesian Networks have been designed for classification problems, the best-
known, are those based on the model known as "Naive Bayes". This last constitutes a

very simplistic modeling of supervised classification problem.

This model is easy to implement and has proven its effectiveness in many
applications. For example, in [37], Spiegelhalter used this discriminative model in
medical environment and it has been incorporated to electronic customers mails of

Renom.
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In [38], Sebe, Lew, Cohen, Garg have used this model to detect the emotion from the
image of a person's face. In [39] Or, Zhou, Feng and Sears have used this method to

automate the error detection of a speech recognition system.
3.4.1. Naive Bayes principle

NB is based on Bayes' theorem expressed by:

p(H)p(D|H)

P(H|D 3.6
( ) p(D) (3.6)
In this equation, we want to calculate P(H|D), the posterior probability of the

hypothesis H , knowing the data D where:

~ p(H) : the prior probability of the hypothesis H ,
~ p(D) - the probability of data D
— P(H|D) :the likelihood of the data D under the hypothesis H .

For a classification task, D represents the data to classify and H corresponds to a

hypothesis of class. In other words, for a given X;, the posterior probability that X;

belongs to the class Cj is estimated by:

P(H=C,|D=x)= plH = CJI)OFE(D X)|H ) (3.7)

In that case, we try to identify the class to which belong x;. We shall keep then the

one which maximizes P(H = C,|D= x, ). This can be formulated as follow:

. p(H =C;)p(D=x|H =C;) (3.8)
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Since P(D = x, ) doesn't depend on C,, we can simplify the above equation:
C = argmax p(H=C;)p([D=x|H =C;) (3.9)
J j

The data x; is generally presented in form of elements vector. Each attribute of this
vector corresponds to a characteristic value of x;. The assignment of X, to one of the
classes depends only on its values. Thus, x; will be given in the following form:

X; = (X1, X5 X ) @nd therefore we have:

N

C = argmax p(H =Cj)p(D=Xi1,xi2,...,Xik | H :Cj) (3.10)
i j

In Naive Bayes, it is assumed that the attributes of vector x; are mutually

independent. This assumption is not always correct and that is why this method is
called naive. However and despite this constraint, Naive Bayes constitutes an
effective and efficient method of classification. By adopting this assumption we can

write:

k
P(Xi1. Xiz s Xie |Cj):Hp(Xik ICj) (3.11)
k-1

Thus, the quantity P(CJ-) that we seek to maximize corresponds to the probability

attached on Bayesian network which the structure is given by the following figure:

X1 Xi2 Xi3 Xik

Figure 3.5. The general structure of NB.
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In classification task, the learning step is to learn from a corpus labeled the different

probabilities P(Cj) and D(Xik |Cj ) The test step is to look at the class C which
J

maximizes the product[38].
3.4.2. Naive Bayes in automatic speaker recognition

During the last ten years, the Bayesian networks have become very popular in
artificial intelligence due to many advances in various aspects of learning and

inference.

For a classification problem, the Naive Bayes structure proved experimentally that

it's able to give good results, especially in speaker’s recognition [4] [40].
3.5. Modeling Strategy By Gaussian Mixture Models

Modeling speakers by Gaussian Mixture Models (GMM) is the most powerful and
most common method for ASR systems in text independent mode [41]. GMM
models are used for their ability to model the probabilities distribution of the cepstral

coefficients.
3.5.1. GMM structure

A Gaussian Mixture Model (GMM) is a parametric probability density function
represented as a weighted sum of Gaussian component densities. GMMSs are
commonly used as a parametric model of the probability distribution of continuous
measurements or features in a biometric system, such as vocal-tract related spectral
features in a speaker recognition system [16]. The figure 3.6 bellow represents the

weighted sum of M Gaussians multidimensional when M = 3.
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Figure 3.6. Mixture Model with 3 Gaussians.

In literature, each Gaussian §; is presented by its weight P; by a medium vector 4;
of dimension d and by a covariance matrix ¥;of dimension d*d . To define the
model of a speaker, it is necessary to determine the set of these parameters
(Pi, 4i,%;). Determining the number of Gaussians M is a crucial issue since it

constitutes a compromise between complexity and precision [16].

3.5.2. Universal background model construction

The UBM (Universal Background Model) introduced by Carey, Parris [42] and
Reynolds [17]; is a generic model with independent speech of the speaker that
collects all the training data by representing also the a priori distribution of the whole

input acoustic space. Its parametric form is a mixture Gaussian models (GMM).

The initialization of Gaussians is done by a Vector Quantization (VQ), using
classification algorithms like K-means or Fuzzy C-means (fcm) [43]. The
initialization phase is very important, it allows to avoid the random initialization that

can bring learning algorithms trapped toward optimal erroneous premises.

This paradigm gave superior performance to classical methods (for example, vector

quantization). This model is learned by maximum likelihood via the EM algorithm.
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The Expectation Maximization (EM) algorithm is proposed by Dempster [44]. It
allows facing the learning problem with the maximum likelihood criterion. It also
provides maximum likelihood of the training data (estimated by the equation below)

compared to GMM model of UBM references.

N

A =argmax(x| 1) (3.12)

X

This algorithm is based on two steps [45]:

— The expectation step which consists of determining the posterior probabilities
that Gaussians have generated from the learning frames.

— The maximization step which consists of updating the model parameters in order
to maximize the selected criterion.

This iterative algorithm converges to a local maximum. It introduces advantage to

augment the likelihood of data with the estimated model at every iteration until the

pseudo-stability [44].
3.5.3. Maximum a posteriori adaptation (MAP)

The adaptation MAP (Maximum A Posteriori) has been introduced in ASR field and
more specifically in ASI by Reynolds [41]. It's to define a priori distributions p(ﬂ)

for the reference model parameters (Universal Background Model that represents all

the acoustic parameters of all speakers) and maximize the a posteriori probabilities
p(/ll x) on the training signal X (for obtaining the speaker model which the training

signal is X ).
The MAP adaptation is based on two steps [41]:
— The first step is to determine the statistical parameters for each Gaussian

reference model based on the training data. In practical only the averages of the
GMM are adapted. In [41], REYNOLDS showed that, by adapting just GMM
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averages, the performance loss is negligible compared to the adjustment of all
parameters that are costly in terms of time.

— The second step aims to combine those new parameters with the Universal
Background Model (UBM) parameters by using weighted coefficients that
depend on the training data. In fact, the Gaussian components are heavily
weighted within estimation of final model parameters in case of a big amount of
training data, and they are weakly weighted in the opposite case.

The output of this adaptation is a set of vectors called supervector. It's a vector
concatenating the parameters of a statistical model which contains all the average
parameters of GMM model [46].

Those supervectors will be provided as input to the different classifiers (SVM,

K-NN, NB) in speaker identification case with GMM modeling.

3.6. Classifiers Combination Approaches

The combination of classifiers is a new strategy to integrate multiple information,
derived from the same original source or from different sources in classification
process by exploiting the best characteristics of each source . This strategy proved its

aptitude to conceive and to set up powerful systems [47].

There is two approaches of combining classifiers: Sequential and parallel

approaches.

3.6.1. Sequential approach

The sequential combination approach, also known as series combination is organized
into successive levels of decisions. The methods are co-operated in series, ones after
the others. The results found by one or more classifiers are used for the execution of

other classifiers. In that case, the methods execution order is important.
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A change of execution order causes also a change of the final result [48]. Figure 3.7

provides a representation of classifiers sequential combination.
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Figure 3.7. Sequential Combination of classifiers.
3.6.2. Parallel approach

In the parallel approach, the classifiers operate independently and then merge their
respective results. This merger is made in democratic or directed way; the democratic
merger way does not promotes any classifier over another, but for the directed
merger way, a weight is attributed to the result of each classifier according to its
performance. The execution order of the classifier doesn't intervene in this approach
[48]. Figure 3.8 provides a representation of classifiers parallel combination.

Classifier 1 N
Final
Unknown Classifier 2 Combination |——» -
» decision
form module
Classifiern >

Figure 3.8. Parallel Combination of classifiers.
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Table 3.1 shows examples of classification results in literature by using various

discriminative approaches of classification.

Table 3.1. Some results for automatic speaker recognition in literature.

Authors Corpus approaches parameters TI (%)

[Trabelsi, 2011] TIMIT SVM 12 MFCC coefficients + 15
[7] 3 energy coefficients +
26 dynamic coefficients

[Lefevre, 2000] TIMIT K-NN 12 MFCC coefficients 49

[49]

[Trabelsi, 2011] TIMIT GMM-SVM 12 MFCC coefficients + 98
[7] 3 energy coefficients +
26 dynamic coefficients

[Dide, 2007][50] 360 audio ACP, K-NN 13 MFCC coefficients 84

samples

[Amami and al., TIMIT NB 12 MFCC coefficients + 43

2012] [51] (20 phoneme) 24 dynamic coefficients

3.8. Conclusion

This chapter was devoted to the presentation of different discriminative classification

methods used in this study. We presented three methods of classification : SVM, K-

NN and NB. We also presented the contribution of modeling by Gaussian mixture

models. In the last part, we presented different combination methods of classification

and some results of automatic speaker recognition in literature.



CHAPTER 4. EXPERIMENTAL STUDY AND RESULTS

4.1. Introduction

The main objective of this chapter is to evaluate the effectiveness and robustness of
different speaker identification approaches already described in the previous chapter.
First, we describe the experimental protocol of our study, then we evaluate all
classifiers (SVM, NB and K-NN) while studying the impact of some parameters on
their performances. We evaluate also the hybridization of GMM with these
classifiers. In order to design and implement powerful system, a combination of the
hybrid classifiers has been adopted. Finally; to test the robustness of the hybrid
systems, we generate different random noise in the TIMIT database used during this

study.

4.2. Background And Experimentation

4.2.1. Development environment

The implementation of our study is performed under MATLAB version R2011b. For
the parameterization, we appealed to the toolbox voicebox, for the SVM
classification, we have appealed to the LIBSVM library, for GMM modeling, we
appealed to the bookstore NETLAB. Execution was accomplished on Laptop Intel
(R) Core(TM) i5-3210M CPU @ 2.50 GHz with 8GB of RAM, the operating
system: Windows 7 and system type: 64-bit. The experiments were performed on the

TIMIT corpus of speech whose description is given in the following section.
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4.2.2. Description and organization of TIMIT corpus

General organization of TIMIT corpus is presented in the figure 4.1. It's a non-noisy,
acoustic and phonetic speech database, dedicated to automatic speech recognition
systems. It's composed by eight regional dialects (DR1 to DR8).

The different regions DR (Dialect Region) are:

— DR : New England
— DR 2: Northem

— DR 3: North Midland
— DR 4: South Midland
— DR 5: Southem

— DR 6: New York City
— DR 7: Westem

— DR 8: Army Bra

These dialects are spoken by 630 speakers from the United States and divided
between training set (462 speakers: 326 men and 136 women) and test set (168
speakers: 112 men and 56 women). This database has four types of file extensions
which are respectively .wrd, .wav, .phn and .txt. The .wrd and .phn files contain

words and phoneme segments of the sentence x; which textual content is located in

Ixt file.

In our work, we explored all the basics set of training and test for DR1 dialect (New
England). The DRL1 is represented by 49 speakers (18 female and 31 male). It
regroups 490 sentences in total where every speaker pronounces 10 sentences: the
first 8 sentences are used in the training phase and the last 2 sentences are used

during the test phase.
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Dialect DR1

Train

18W.31 M

X phn X .owav X owrd 2 bt

Figure 4.1. General Structure of TIMIT corpus.

4.2.3. Experimental condition

The experimental conditions are defined in the table below.

Table 4.1. Experimental Conditions.
Corpus : TIMIT

Number of Speaker female: 18

Number of Speaker male: 31

Number of training sentences per speaker: 8
Dialect: DR1 | Number of test sentences per speaker: 2
Average training sequence length: 2s

Average test sequence length: 1s

Parameterization

Coefficients: MFCC
Sampling frequency: 16 kHz
Window length: 16ms
Sampling interval: 8ms
Windowing: hamming
Filters number : 24
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4.3. Evaluation Metrics

To evaluate the performance of the automatic speaker identification system,
numerous metrics have been proposed by M. Siu and H. Gish research in 1999[52].
In our study, we used as performance measure the Identification rate (IR). This rate

is obtained during the test phase and it's expressed by the following equation:

Number of speakerscorrectlyldentified 8

IR(%) =
( ) Totalnumber of speakers

100 (4.1)

4.4. Application Of Classifiers

We present the results of the different experiments in order to evaluate the behavior
of the following classifiers: SVM, K-NN and NB.

The choice of these classifiers is justified due to the fact that discriminative
approaches have been able to dominate the state of art of speaker recognition
systems. Thus, the selected classifiers are the most used in automatic speaker

recognition and gave promising results [50].

4.4.1. SVM identification system

We introduce throughout this section the SVM system architecture used as well as
the results of its various performed tests. We studied the impact of some technical
parameters on speaker identification rates.

4.4.1.1. SVM System Architecture

The SVM block diagram system is given in Figure 4.2. First of all is to extract the

acoustic vectors directly from the sequences pronounced. This has to be done for

speakers of training and testing. Dictionaries obtained for each speaker will be
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concatenated and presented as input vector to the SVM classification module. We

chose to study the linear kernel case of SVM.
During the training phase, SVM system determines the separator functions between
the characteristics of different speakers by producing the SVM training model that

includes all parameters related to different hyperplanes.

During the test phase, a study of similarity between the characteristics of the speaker

to be identified and the characteristics of all speakers is established.

The identified speaker is the one for which the similarity is the greatest.

12 MFCC COEFFICIENTS
T Stel h”, ] Sp.1 Sentel;ce 1
R 5|). 1 ’ . Ste2 ““.. Sentence &
v Sp. 2 sentenee 1 Linear kernel
A ' osies b
I | Paramn::‘zrézation : Se nte;ice 8 ‘-—r-‘——__
N | |
I sl Mid Training SVM
" 5p49'f. sti2 e |
6 Cscs M 5p. 49
acoustic coefficients matrix
of training phase
Classification Speakersmodel II
12 MFCC COEFFICIENTS e SVM Model
1 7 Sp. 1
Sl ”“' entance 2
T ) Sp. 2 entence 1 l
Sp. 1 ! ' ap.
I Y §te2 M‘” ) entence 2
E . L Parameterization Identities of
S 5 N MFCC Speakers
T sl Mib !
Sp.a9ly/ :
I '\ $te2 h" | Sp. 49

acoustic coefficients matrix
of testing phase

Figure 4.2. SVM system architecture.
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4.4.1.2. Impact of MFCC coefficients number for SVM

The parameterization phase is very important for speaker identification because it
directly contributes to the performance of the identification system. Tests on MFCC
coefficients number of parameters vectors have been processed. Table 4.2. details the
variation rates of speakers identification according to MFCC coefficients number,

which are respectively 8, 12, 16.

Table 4.2. Impact of MFCC coefficients number on SVM identification rate system.

Number of MFCC Coefficients 8 12 16
Identification Rate (IR) 2% 3% 5%
Execution time 30min10sec 36min32sec 43min55sec

We notice that IR increases proportionally with the increase of MFCC coefficient
numbers. The execution time also increases with the increase of MFCC coefficient

numbers to reach a maximum value of 43min55sec.

4.4.1.3. Impact of dynamic parameters for SVM

The main goal of extracting parameters, is to model the speech which is a highly
variable signal. It is also necessary to resort to the local information on speech signal
parameters evolution in time. The first derivative D' (Speed) and the second
derivative D" (acceleration) are added to the acoustic parameter vectors to model

their trajectories in time.

We present in the table below the effect of adding those parameters to the SVM

system while varying also MFCC coefficients number.

Table 4.3. Impact of dynamic parameters on SVM identification rate system.

Number of MFCC Coefficients + D' 8 12 16
+ D"
Identification Rate (IR) 5% 7% 9%
Execution time 39minl5sec 44min10sec 56min5sec
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We notice that, the addition of dynamic parameters slightly improves rates around
3% to 4% at most. For example, with 16MCCEF the rate increased from 5% to 9% by

adding the dynamic parameters.

We can explain those rates by the fact that the behavior of speakers has been
amended with dynamic parameters. We observed that the system becomes

accustomed to the speakers models.

4.4.2. K-NN Identification system

The use of nearest neighbors classification finds its foundation in discriminative
analysis. Although that the K-NN algorithm has been successfully applied in the
speech recognition field, there is still an essential question of choosing the number
(K) of nearest neighbors. The choice of the number (K) may be achieved by using an
experimental study [53]. In this section, we present the architecture of K-NN system

proposed and the results of tests.

4.4.2.1. K-NN System Architecture

Figure 4.3. bellow shows the structure of K-NN speaker identification system.
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Figure 4.3. K-NN System Architecture.
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The K-NN method is very simple, a direct classification is performed for all new

speakers based on its Euclidean distance from K-nearest neighbors.

4.4.2.2. impact of Nearest Neighbors number K

We have studied the impact of nearest neighbors' number on identification rate and
on system performance when MFCC coefficients equal to 12. The numbers of
nearest neighbors are, respectively: 1, 5, 10, 15, 20. The experimental results are

described in table 4.4. below.

Table 4.4. Impact of nearest neighbors number on K-NN identification rate system.

Number of MFCC Coefficients = 12
Number of K-NN 1 5 10 15 20
Identification Rate (IR) 23% 25% 27% 26% 25%
Execution time 1min38sec | Imin39sec | 1mind5sec | 1min39sec | 1min39sec

We notice that for a K-NN system with 12 MFCC coefficients, by increasing the
number (K) of nearest neighbors improves the identification rate up to 27% for

K=10, Beyond this value, the performance of the system decreases.

In the literature is noted that usually the best value of K is the value that approaching
the square root of the classes number [53]. For our case, we have 49 classes, the

reason why the best rate obtained was for K = 10.
4.4.2.3. Impact of MFCC coefficients number for K-NN
We have accomplished some tests in order to evaluate the system performance. Table

4.5. below gives an overview of different tests made by changing MFCC coefficients

number respectively in 8, 12, 16.



Table 4.5. Impact of MFCC coefficients number on K-NN identification rate system.

Number of K-NN =10

Number of MFCC Coefficients 8 12 16
Identification Rate (IR) 16% 27% 28%
Execution time 11sec 1min26sec 1min45sec
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This table shows that the identification rate (IR) increases proportionally with the
increase of MFCC coefficients number at a negligible time; with 8 MFCC, the IR is
16%; with 12 MFCC the IR is 27% and with 16 MFCC the IR is 28%.

4.4.2.4. Impact of dynamic parameters for K-NN
Table 4.6. below presents the results of the various tests carried out by adding
dynamic parameters to K-NN identification rate system based on different numbers

of MCCF coefficients which are respectively 8, 12, 16.

Table 4.6. Impact of dynamic parameters on K-NN identification rate system.
Number of K-NN =10

Number of MFCC Coefficients + D' + D" 8 12 16
Identification Rate (IR) 18% 30% 33%
Execution time 1minl10sec 3min25sec 4min8sec

Table 4.6. shows that adding dynamic parameters improves the rate of identification
(IR), example with 16 MFCC coefficients, the identification rate without the addition
of dynamic parameters was 28%, while appending dynamic parameters, the rate
increased up to 33%.

4.4.3. NB identification system
Like others classifiers, we have accomplished various tests for NB classifier, by

varying some parameters which are: MFCC coefficients number and dynamic
parameters. First, we present NB system architecture.



4.4.3.1. NB System Architecture

Figure 4.4 shows the structure of NB speaker identification system.
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Figure 4.4. NB System Architecture.
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A speakers model is constructed for the NB system during the training phase. In test

phase, a score of the tested speaker is calculated in order to identify his identity.

4.4.3.2. Impact of MFCC coefficients number for NB

Table 4.7. below presents the variation of the NB identification rate system

depending on MFCC coefficients numbers which are respectively 8, 12 and 16.

table 4.7. Impact of MFCC coefficients number on NB identification rate system.

Number of MFCC Coefficients 8 12 16
Identification Rate (IR) % 11% 14%
Execution time 1sec 1sec 1.5sec
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As is shown in table 4.7, by increasing MFCC coefficients number the identification
rates increase around 3% to 4% at most, but these rates are very low and the best rate

is just equal to 14%.
4.4.3.3. Impact of dynamic parameters for NB
After studying the impact of varying MFCC parameters number, we test the impact

of adding dynamic parameters on NB classifier performance. The results are detailed
in Table 4.8. below.

Table 4.8. Impact of dynamic parameters on NB identification rate system.

Number of MFCC Coefficients + D' + D" 8 12 16
Identification Rate (IR) 10% 16% 19%
Execution time 3 sec 4sec 4sec

According to the result table, we notice a slight improvement of identification rate,
but the rates are low and the best result is 19 %.

According to the tests carried out, we observed a slight improvement of identification
rate each time we tried to increase MFCC coefficients numbers or by adding
dynamic parameters for the three systems tested (SVM, K-NN and NB).

4.4.4. Comparative study of different identification systems

In this section, we compare the results obtained from the different tested classifiers

(SVM, K-NN, NB). The results of the comparison are presented in figure 4.5. below.
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Figure 4.5. Comparative study between different identification systems without dynamic parameters
(a) and with dynamic parameters (b).

We clearly notice that the identification rate had a slight increase by adding the
dynamic parameters, this increase is around 1% to 7% for all classifiers.

For example, for SVM with 8 MFCC coefficients, the identification rate increased
from 2% to 5% by adding dynamic parameters. For NB with 12 MFCC coefficients,
the identification rate increased from 11% to 16% by adding dynamic parameters.

Generally, the identification rates are low, between 5% and 33%; SVM and NB

present lower identification rates while K-NN provides the average identification
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rates. The results of our experiments show that the performance of different systems

is generally low especially for SVM and NB.

The performance weakness of the classifiers used in this study is caused by the size
of entry matrix which is composed by thousands of frames, what augments the

probabilities errors during the classification.

In order to improve the performance of the classifiers, we applied the Gaussian

mixture modeling in our study.

4.5. Classifiers Application With GMM Modeling

Hybridization of generative and discriminative approaches for the classification was
recently the subject of research in machine learning [54]. It's consist of projecting a
wide variety of N-dimensional input signals into fixed dimension vector, using the
parameters of generative models. Generative - discriminative hybrid models have
been applied successfully in bioinformatics [55], computer vision and audio

processing.

The idea of coupling these two approaches aims to combine the advantages of each
of them. In particular, some of the intrinsic properties of GMM generative approach

are imposed:

— Its ability to model a system without being limited by its complexity.

— Its ability to naturally treat the sequences of varying size.

The expectation maximization (EM), is an another GMM property that explains their

success in classification. It's a powerful tool in parameter estimation.

The implementation of GMM approach, and especially the optimization of GMM
estimation parameters by EM algorithm constitute the main object of this section.



43

The block diagram of hybrid approach based on GMM model proposed for speaker

identification in text independent mode is given in figure 4.6 below.
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Figure 4.6. ASI System architecture based on GMM generative approach.

The system consists of two steps:

The first step is the training phase and the second step is the testing phase which uses

one of the classifiers already described above, in order to calculate the pronounced

sequence score of the unknown speaker. In the first step, the training phase is

performed in three stages:

The first stage named GMM-UBM consists of creating the universal background

model using the EM algorithm, it's a decisive and fundamental step since it

represents the basic foundation of the training phase. The second stage is to create a

GMM model of each speaker in the database via "instantiation" of the UBM

model by using MAP adaptation. From this model, the third stage allows to extract

the average supervectors for each speaker and these average supervectors contain

the average parameters of the GMM model.
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The concept of supervector reveals a transformation of a speech signal to a large
dimension vector. This concept fits well with the idea of SVM kernel sequence [16]
whose the basic idea is to compare directly a core with two speech signals (not with

frames).

In the second step, the supervectors set is built just for the speaker who will be
identified. The identity of the unknown speaker is determined following a similarity
study between the test supervectors characteristics and the constructed classifier

model.

To study the importance of GMM modeling on recognition rate, we have tested and
compared multiple systems while varying certain parameters and this depend on the

selected classifiers.

In order to ensure a multi-Gaussian modeling of speakers, we adopted diagonal
covariance matrices of 128 Gaussians. Firstly, this choice is justified due to the fact
that the covariance matrices are generally estimated for ASR under diagonal form.
This has the advantage of reducing both the calculation time required for the
operations and the modeling complexity [40]. Secondly, a high number of Gaussians
may cause over-learning system problem and this may penalize its generalization

capabilities.

4.5.1. GMM-SVM hybrid identification system

We present in this section the results of different tests performed in order to evaluate
the robustness of the hybrid system GMM-SVM. For that purpose, we studied the
impact of some technical parameters on its performance.

4.5.1.1. Impact of MFCC coefficients number

The test results obtained by varying the MFCC coefficients numbers are given in the
table 4.9. bellow. The MFCC coefficients numbers are respectively : 8, 12 and 16



Table 4.9. Impact of MFCC coefficients number on identification rate of GMM-SVM system.

Number of Gaussian GMM = 128

Number of MFCC Coefficients 8 12 16
Identification Rate (IR) 94% 96% 97%
Execution time 4sec 6sec 7sec

We notice that the GMM-SVM hybrid
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identification system gives better

identification rate (IR) of 97% for 16 MFCC, and especially in a very short time. It's
also noted that by increasing the number of MFCC coefficients improves slightly
GMM-SVM system performance. With 8 MFCC the rate increase from 94% to 96%
with 12 MFCC and to 97% with 16 MFCC.

4.5.1.2. Impact of dynamic parameters
To improve the robustness of the GMM-SVM system, we studied its performance by
adding dynamic parameters on speakers identification rate. The table 4.10. presents

the results of GMM-SVM hybrid system evaluation based on 128 Gaussians and by

varying MFCC coefficients numbers which are respectively 8, 12, 16.

Table 4.10. Impact of dynamic parameters on identification rate of GMM-SVM system.

Number of Gaussian GMM = 128
Number of MFCC Coefficients + D' + D" 24 36 48
Identification Rate (IR) 96% 97% 98%
Execution time 1min 1min25sec | 1mind6sec

The test results by adding dynamic parameters show a slight improvement on system
performance compared to the GMM-SVM system without the addition of dynamic
parameters. For example, with 16 MFCC there is an increase of identification rate
from 97% to 98% but this increase cause an augmentation of the execution time from

7sec to 1min46sec.
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4.5.2. GMM-K-NN Hybrid identification System

We present in this section the results of different tests that we performed for GMM-
K-NN hybrid system. We studied the impact of some technical parameters on
identification rate, starting by the number of nearest neighbors K.

4.5.2.1. Impact of Nearest Neighbors numbers
The impact of nearest neighbors number (k) on identification rate is presented by The

figure 4.7. bellow. The Numbers of nearest neighbors (k) , are from 1 to 20. The test

results are described by the following curve.
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Figure 4.7. Impact of nearest neighbors number (k) on GMM- K-NN Identification rate system.

According to the curve, we notice that the identification rate augments proportionally
with the increase of K to reach 87% for K = 10, from K > 10 the system performance
decreases. In our study, we used k = 10 for all tests we performed.
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4.5.2.2. Impact of MFCC coefficients numbers for GMM-K-NN

The test results by varying MFCC coefficients numbers are provided by table 4.11.

below.

Table 4.11. Impact of MFCC coefficients number on identification rate of GMM-K-NN system.
Number of Gaussian GMM = 128

Number of nearest neighbors (k)= 10

Number of MFCC Coefficients 8 12 16
Identification Rate (IR) 85% 87% 90%
Execution time 1sec 1sec 1sec

The GMM-K-NN hybrid system identification rate increases proportionally with the
increase of MFCC coefficients number and this in a very short time. Example with 8
MFCC the rate increases from 85% to 90% with 16 MFCC.

4.5.2.3. Impact of dynamic parameters for GMM-K-NN

After studying the impact of varying the number of MFCC parameters , we test the
impact of adding dynamic parameters on the performance of GMM-K-NN hybrid

system. The results are given on the table 4.12. below.

Table 4.12. Impact of dynamic parameters on identification rate of GMM-K-NN system.
Number of Gaussian GMM = 128

Number of nearest neighbors (k)= 10

Number of MFCC Coefficients + D' + D" 26 36 48
Identification Rate (IR) 64 71 72
Time 2sec 4sec 12 sec

In contrast with other classifiers, by adding dynamic parameters on GMM-K-NN
hybrid system; we notice that there is a decrease of identification rate. For example
with 16 MFCC the identification rate decreased from 90 % to 72 % by adding

dynamic parameters.
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4.5.3. GMM-NB Hybrid identification System

We present the results of different tests we performed for GMM-NB hybrid system

in order to evaluate its performance while diversifying some parameters.

4.5.3.1. Impact of MFCC coefficients numbers for GMM-NB

The table 4.13 below represents the test results of GMM-NN system by varying the
number of MFCC coefficients which are respectively: 8, 12 and 16.

Table 4.13. Impact of MFCC coefficients number on identification rate of GMM-NB system.

Number of Gaussian GMM = 128
Number of MFCC Coefficients 8 12 16
Identification Rate (IR) 95% 92% 88%
Time 1sec 1sec 2sec

According to the table 4.13. above, GMM-NB hybrid system presents a significant
identification rate that reaches 95% for 8 MFCC in a negligible time of 1s. In

contrary of others classifiers, by increasing MFCC coefficients number, the

identification rate (IR) decrease .

4.5.3.2. Impact of dynamic parameters for NB

The table 4.14. bellow presents the impact of adding dynamic parameters on GMM-

NB hybrid system performance.

Table 4.14. Impact of dynamic parameters on identification rate of GMM-NB system.

Number of Gaussian GMM = 128

Number of MFCC Coefficients + D' + D" 8 12 16
Identification Rate (IR) 65% 75% 76%
Execution time 2sec 8sec 14sec
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The addition of the dynamic parameters generates a significant decline of rates; with
8 MFCC the rate decreases from 95% to 65%, with 12 MFCC the rate decreases
from 92% to 75% and with 16 MFCC the rate decreases from 88% to 76%.

4.6. Comparative Study Of Different Hybrid Identification Systems

We compare the best results obtained from different tested classifiers without (or

with) addition of dynamic parameters. The comparison results are presented in figure
4.8. below.
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Figure 4.8. Comparative study between different hybrids identification systems without dynamic

parameters (a) and with dynamic parameters (b).

For SVM classifier , we notice that the identification rate had a slight increase around
1% to 2% by adding the dynamic parameters while for K-NN and NB by adding
dynamic parameters the identification rate decreases. Example for NB with 12
MFCC, the identification rate decreases from 92% to 75%.
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Generally, the results of our different performed tests show that the performance of
the hybrid systems (GMM-SVM, GMM-K-NN, GMM-NB) are good. The
identification rate vary between 87% and 97%, with GMM-SVM which provided the
highest identification rate.

4.7. Robustness Of Hybrid Systems

As we used a noiseless database TIMIT in our work, and after getting good results
with hybrid systems, we tested their robustness by introducing randomly different
noise and running the system several cases. The noises have been introduced
respectively with SNR of -20dB to 20dB. The figure below 4.9. represents the plots

of the performance of hybrid systems with noisy data.
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Figure 4.9. Performance of hybrid systems with noisy data.

As is shown by the figure 4.9 by introducing different generated noise in the
database, our hybrid systems are robust and can resist to noise problem. Even if in
the interval of -20dB to 5dB the classification rates are too much lower for other
hybrid classifiers, the GMM-SVM hybrid system showed its robustness by giving a

good result that can even reach an average accuracy of 88% at 5dB of SNR.
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4.8. Combination Of Hybrid Systems

In order to exploit the best of each hybrid system characteristics, we propose to
combine their decisions. For parameterization we used 12 MFCC coefficients for all
classifiers which, according to our accomplished experiments gave the best

identification rate in a short time. And for GMM Gaussians we used 128 for all test.

4.8.1. Combination architecture

The combination principle is shown in the following figure 4.10. This system is

composed with two main steps:

The first step is the classification where each hybrid classifier (GMM-SVM, GMM-
K-NN, GMM-NB) operates independently. The decision of all these classifiers are
combined via majority vote mode. For this mode of combination, the output of each
method is considered as a vote for a class. The number of votes for each classes is

counted. The class having maximum votes will be selected. [56].

In the second step, the decision of each hybrid system is considered independent to

others.

All possible combinations of the three hybrid systems have been tested and they gave

four different systems as follows:

System 1: GMM-NB + GMM- K-NN

System 2: GMM-KNN + GMM-SVM

System 3: GMM-SVM + GMM-NB

System 4: GMM-KNN+ GMM-NB + GMM-SVM
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Figure 4.10. Hybrid systems combination architecture.

4.8.2. Evaluation of results

The table 4.15. present the results given by the different possibilities of the

implemented combination systems.

Table 4.15. Results of different strategies of hybrid systems combination.

Systems Identification rate (IR) (%)
System 1 GMM-NB + GMM-K-NN 97%
System 2 GMM-KNN + GMM-SVM 96%
System 3 GMM-SVM + GMM-NB 98%
System 4 GMM-KNN+ GMM-NB + GMM-SVM 100%

From Table 4.15. we notice that identification rates vary between 96% and 100%.
Those different strategies of combination give good results that can even reach 100%

of identification rate, like strategies 4.

4.9. Appraisal And Synthesis Of The Results

Figure 4.11. shows a set of curves representing the different possible combinations
results of various hybrid identification systems. We used 12 MFCC for all

combination systems.
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By comparing the different hybrid systems studied with different possibilities of their
combinations, we notice an improvement of identification rate level in all cases of
combinations, which has been able to reach 100%. The minimum combination rate
IS 96% given by system 2: GMM-K-NN + GMM-SVM. The best identification rates
of hybrid systems are those given by GMM-SVM and GMM-NB; it's for that reason
all the combination including SVM and NB could reach an identification rate of
98%.

4.10. Robustness Of The Combination Of Hybrid Systems

After testing the hybrid systems with noisy data, we evaluate the combination of
these hybrid systems with original data as is shown by the table 4.15 and then we
tested the robustness of this combination with noisy data. The following figure 4.12.
represents the resistance to noise of the combination of hybrid systems.
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Figure 4.12. Performance of the combination of hybrid systems with noisy data.

By looking the figure 4.12, we can conclude that the combination of hybrid systems
resist to the noise by comparing them to the single hybrid system.
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As the GMM-SVM hybrid system proved its robustness to noisy date a combination
also including this hybrid system gives good results. For example, with 5dB of SNR
the combination of GMM-SVM+GMM-NB, GMM-SVM+GMM-KNN, GMM-
SVM+GMM-KNN+GMM-NB hybrid systems give respectively the identification
rates of 87%, 89%, and 90% instead of GMM-NB+GMM-KNN which gives 37% of

identification rate.

4.11. Conclusion

In this chapter, we introduced the general tests which we adopted in order to evaluate
the performances of our different systems. We started by evaluating SVM , K-NN
and NB systems. Subsequently we evaluated these hybrid systems GMM-SVM,
GMM-K-NN, GMM-NB. We studied the combination of our hybrids systems and we
ended the chapter by testing the robustness of our hybrid systems and their

combination with noisy data.



CHAPTER 5. GENERAL CONCLUSION

In this work of masters, we were interested by the design and implementation of
most used discriminative classification methods. We also performed a combination
of those methods based on generative modeling approach GMM, and this in order to

enhance the robustness of the implemented systems.

In first part, the identification of speakers is implemented by three discriminative
applications which are: SVM, K-NN, NB and by also studying the impact of some
different technical parameters on speaker identification rate like the impact of
FMCC coefficients number, impact of adding dynamics parameters and other

impacts according to the selected classifier.

In second part, to enhance the robustness of these different systems, various
strategies of hybridization have been implemented: GMM-SVM, GMM-K-NN and
GMM-NB which are characterized by their capacities of multi-Gaussian modeling
(GMM) and the effectiveness of decision. The implementation of such systems
requires an initialization phase of acoustic parameters, an optimization phase of
parameters generated by EM algorithm and an adaptation phase. A dictionary
representing all GMM speakers supervectors is generated. The classifier selected is
used to evaluate the similarity between a supervector characterizing the unknown

speaker with all dictionary supervectors.

In third part, we studied the different possible combinations of those hybrid systems

based on parallel combination of their decisions.

In fourth part, we introduced random noise in our database in order to test the

robustness of our implemented hybrids and combination systems.
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The study showed that the identification systems without modeling gave weak results
with the identification rates of 3% for SVM, 27% for K-NN and 11% for NB. Also,
we find that hybridization of discriminative and generative approaches is an effective
method for identification systems and gave the following identification rates: 96%
for SVM, 87% for K-NN and 92% for NB. In addition, the combination strategies
implemented were also interesting and promising with an identification rate which
can achieve 100% for some combination cases. With noise data our hybrids and
combination systems proved their resistance to noise by giving an interested average

identification rate.

The perspectives of this work are:

1. Evaluation of our systems on other corpus such that NTIMIT to detect the level
of degradation.

2. Using other types of acoustical parameters.

3. Study of Gaussians number in the implemented hybrid systems.

4. Integration of one or several modalities (such as lips movement, face picture,

etc) to the speech and merge them to characteristic parameters.
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